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The latest release of NWChem delivers an open-source computational chemistry package with extensive
capabilities for large scale simulations of chemical and biological systems. Utilizing a common compu-
tational framework, diverse theoretical descriptions can be used to provide the best solution for a given
scientific problem. Scalable parallel implementations and modular software design enable efficient uti-
lization of current computational architectures. This paper provides an overview of NWChem focusing
primarily on the core theoretical modules provided by the code and their parallel performance.

Program summary

Program title: NWChem
Catalogue identifier: AEGI_v1_0
Program summary URL: http://cpc.cs.qub.ac.uk/summaries/AEGI_v1_0.html
Program obtainable from: CPC Program Library, Queen’s University, Belfast, N. Ireland
Licensing provisions: Open Source Educational Community License
No. of lines in distributed program, including test data, etc.: 11 709 543
No. of bytes in distributed program, including test data, etc.: 680 696 106
Distribution format: tar.gz
Programming language: Fortran 77, C
Computer: all Linux based workstations and parallel supercomputers, Windows and Apple machines
Operating system: Linux, OS X, Windows
Has the code been vectorised or parallelized?: Code is parallelized
Classification: 2.1, 2.2, 3, 7.3, 7.7, 16.1, 16.2, 16.3, 16.10, 16.13
Nature of problem: Large-scale atomistic simulations of chemical and biological systems require efficient
and reliable methods for ground and excited solutions of many-electron Hamiltonian, analysis of the
potential energy surface, and dynamics.
Solution method: Ground and excited solutions of many-electron Hamiltonian are obtained utilizing
density-functional theory, many-body perturbation approach, and coupled cluster expansion. These so-
lutions or a combination thereof with classical descriptions are then used to analyze potential energy
surface and perform dynamical simulations.
Additional comments: Full documentation is provided in the distribution file. This includes an INSTALL file
giving details of how to build the package. A set of test runs is provided in the examples directory.
The distribution file for this program is over 90 Mbytes and therefore is not delivered directly when
download or Email is requested. Instead a html file giving details of how the program can be obtained is
sent.
Running time: Running time depends on the size of the chemical system, complexity of the method,
number of cpu’s and the computational task. It ranges from several seconds for serial DFT energy calcu-
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lations on a few atoms to several hours for parallel coupled cluster energy calculations on tens of atoms
or ab-initio molecular dynamics simulation on hundreds of atoms.

© 2010 Elsevier B.V. All rights reserved.
1. Introduction

Computational modeling has become an integral part of many
research efforts in key application areas in chemical, physical, and
biological sciences. The ability to provide a fine level of detail
through the use of electronic structure and the freedom to utilize
diverse external constraints and conditions makes computational
modeling an extremely versatile tool to probe various physical ob-
servables of the system. In many cases the information gained
from computational studies is unique and would be difficult to ob-
tain from experiment.

To fully realize the potential of computational modeling in an-
swering key scientific questions requires the availability of high
quality computational codes that offer wide range of capabili-
ties and are able to take advantage of massively parallel com-
puter architectures. One particular example of such a code is the
NorthWest computational Chemistry (NWChem) software package
developed in the W.R. Wiley Environmental Molecular Sciences
Laboratory (EMSL) at the Pacific Northwest National Laboratory
(PNNL). The NWChem software package is currently distributed to
over 2800 sites world wide and has played a key role in solv-
ing a wide range of complex scientific problems. The success of
NWChem stems from the fact that it offers a broad array of molec-
ular modeling capabilities that can be deployed on all the major
supercomputing platforms and that the software is freely available
to the general scientific community. The latest release, version 6.0,
marks a new phase in the NWChem development efforts – a tran-
sition to the open source software model under the Educational
Community License.

This work presents a high level overview of NWChem focusing
on the core computational modules provided by the code.

2. Parallel infrastructure

The parallel infrastructure of NWChem is built upon the Global
Array (GA) toolkit [1,2] that has been co-developed with NWChem
to meet the requirements of distributed data algorithms in the
computational chemistry area. The GA toolkit combines the best
features of both the shared and distributed memory programming
models [1,2]. It implements a shared-memory programming model
in which data locality can be managed explicitly by the program-
mer. This management is achieved by explicit calls to functions
that transfer data between a global address space (a distributed
array) and local storage. In this respect, the GA model has simi-
larities to distributed shared-memory (DSM) models that provide
an explicit acquire/release protocol. However, the GA model ac-
knowledges that remote data is slower to access than local data
and allows data locality to be explicitly specified and hence man-
aged. Another advantage is that GA, by optimizing and moving
only the data requested by the user, avoids issues such as false
sharing or redundant data transfers present in some DSM solu-
tions. The GA model exposes to the programmer the hierarchical
memory of modern high-performance computer systems, and by
recognizing the communication overhead for remote data transfer,
it promotes data reuse and locality. The GA programming model
includes message passing as a subset, and in particular the pro-
grammer can use the full MPI functionality both on GA and non-
GA data. The GA library can be used in C, C++, Fortran 77, For-
tran 90 and Python programs. The GA toolkit offers support for
both task and data parallelism. The task parallelism is supported
through one-sided (noncollective) copy operations that transfer
data between global memory (distributed/shared array) and local
memory. Each process is able to directly access data held in a sec-
tion of a global array that is logically assigned to that process.
Atomic operations are provided that can be used to implement
synchronization and assure correctness of an accumulate opera-
tion (floating-point sum reduction that combines local and remote
data) executed concurrently by multiple processes and targeting
overlapping array sections. The accumulate operation is a funda-
mental operation needed by distributed-data implementations of
several electronic structure algorithms in computational chemistry.
A typical example of an algorithm that uses this common com-
putational kernel is the evaluation of the Fock matrix elements in
a Hartree–Fock (HF) calculation [3] using a local basis set (also
known as a “Fock build”); a very similar algorithm is the eval-
uation of the Kohn–Sham matrix elements in density functional
(DFT) calculations. The data parallel computing model is supported
through the set of collectively called functions that operate on ei-
ther entire arrays or sections of global arrays. The set includes
BLAS-like operations (copy, additions, transpose, dot products, and
matrix multiplication). Some of them are defined and supported
for all array dimensions (e.g., addition). Other operations, such as
matrix multiplication, are limited to two-dimensional arrays (how-
ever, multiplication is also offered on two-dimensional subsections
of higher dimensional arrays). GA extends its capabilities in the
area of linear algebra by offering interfaces to third party libraries
e.g., standard and generalized real symmetric eigensolvers (PeIGS),
and linear equation solvers (ScaLAPACK) [4].

3. Input file structure

In order to run NWChem calculations an input file has to be
prepared, which is a free-format text file that contains start-up di-
rectives, definition of the chemical system, specification of various
parameters for the calculations, and task directives. The actual pro-
cessing of the input file is performed in several phases using the
input parsing module. The first phase consists of processing the
start-up directives that define the general features of the calcu-
lation, including available memory, database name, file locations,
and other global options. First the input parsing module tries to
locate the memory directive, which specifies the amount of mem-
ory requested for the NWChem job. The need for this directive
arises partly from the use of the Fortran 77 language, which is
used in the majority of NWChem code. If this directive is not
specified, memory is allocated according to installation-dependent
defaults. A typical strategy for the memory specification is to set
it in the range of the total free CPU memory leaving sufficient
room for standard system processes. In the next step the input
module looks for the directive that specifies the database file. This
binary file (characterized by .db extension) plays an important role
in NWChem calculations. It serves as a repository for nearly all the
input and calculation parameters and facilitates restart or continu-
ation of a previous run. It should be noted that large datasets (such
as the wavefunction) are stored outside the database file with a
reference to the filename stored in the database file. The database
file can be defined using the start or restart directives, which
would typically be among the first lines in the input file. In the
example given in Input 1 the start h2o directive would cause
the creation of a h2o.db database file which will then accumu-
late the parameters pertinent to this calculation. Alternatively the
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Input 1. Example NWChem input file for H2O energy and optimization.

echo
start h2o
memory total 200 mb
permanent_dir ./perm
scratch_dir /tmp

geometry units au
O 0 0 0
H 0 1.430 -1.107
H 0 -1.430 -1.107

end

basis
* library 6-31g*
end

dft
xc b3lyp

end

driver
maxiter 20

end

task dft energy
task dft optimize

use of a restart h2o directive would imply that the existing
h2o.db database file from some prior calculation should be used.
This will trigger the reuse of the information contained in this
database file, which can be adjusted through the input file. Should
the start/restart directives be absent, the name of the database is
taken from the name of the input file (without the extension).
If such a database file already exists then the restart behavior
will be assumed. While parsing the input file for the database
file definition, the input module will also look for the perma-
nent_dir, scratch_dir, and echo directives. The perma-
nent_dir and scratch_dir define the location of directories
that contain scratch and permanent files created by NWChem. Per-
manent (or persistent) files are those files that might be needed
for the continuation/restart of the calculation. In addition to the
database file itself, other permanent files may include the wave-
function file and the hessian file. The actual read and write opera-
tion on the permanent files is performed by a single master node
which then sends the data to other processes as needed. Scratch
files are the temporary files generated during the calculation by
any given parallel process. These scratch files are not meant to
be reused beyond the scope of the current calculation, and thus
can be safely deleted at the end of the calculation. The scratch
directory is typically set to an appropriate temporary disk parti-
tion for a given node. The default option for the permanent and
scratch directory is the top level calculation directory (i.e. the di-
rectory where the calculation is launched). This choice, however,
is not advisable, and a better option would be to place these files
to separate locations, such as ./perm and /tmp as in the exam-
ple in Input 1. A convenient option is to designate a system-wide
definition for the scratch directory by defining the environmental
variable SCRATCH_DIR. The optional echo start-up directive pro-
vides a convenient way to include a listing of the entire input file
in the output of a calculation.

Once the start-up directives are processed, the input module
initiates sequential parsing of the input file for the parameters
that define the actual calculation. It should be noted that only a
minimal amount of computation happens at this point, mostly con-
sisting of migrating relevant input parameters into the database
file. This input file parsing is facilitated by grouping common sets
of parameters into blocks. For example, all the input parameters
specifying the geometry of the system are collected into the ge-
ometry block. In its simplest form this amounts to specifying the
atom name and Cartesian coordinates on separate lines delimited
by the geometry and the end directives. A number of other op-
tions and settings for the geometry block, as well as other input
parameters, are discussed in the user manual. Parsing of the in-
put file continues until a task directive is encountered. Once the
input parser recognizes a task directive, further parsing of the in-
put file is halted and control is passed to the appropriate module,
which extracts relevant data from the database and initiates the
appropriate computational task. Upon completion of the task, the
significant results will be again stored in the database and control
will be passed back to the input parsing module. This procedure
will be repeated until the end of the input file is encountered. This
model of input data processing allows multiple computational task
directives and provides facilities for building complex task flows.

The task directive in its simplest form is given by task <the-
ory> <operation>. The keyword <theory> specifies the the-
oretical description (e.g. scf, dft or mp2) and the keyword <op-
eration> denotes particular operations (e.g. energy, gradient or
optimize). A number of theories are supported by NWChem, the
most widely used are reviewed in the remainder of the paper.
In addition to the capabilities described in the next couple of
sections, NWChem also includes parallel implementations of SCF,
MPn theories, Resolution of the Identity MP2, ONIOM, vibrational
SCF, Dynamical Nucleation Theory Monte Carlo, Python interfaces,
Venus and Polyrate interfaces for dynamics and rate determina-
tion, NBO interface and COSMO for continuum solvation effects.
The reader is referred to the user manual or NWChem webpage
for a complete listing of all capabilities.

4. Density-functional theory calculations

Quantum-mechanical calculations of chemical systems using
density-functional theory (DFT) [5,6] is one the most broadly used
capabilities of NWChem. DFT provides a good mix of efficiency and
accuracy and is applicable over a wide range of chemical and ma-
terial systems containing up to a thousand atoms. The efficiency
of the DFT approach stems from the fact that, similar to Hartree–
Fock methods, the many-electron problem is cast into the solution
of single-particle equations, [5–7] also known as Kohn–Sham equa-
tions:(

−1

2
∇2 + υC (r)

)
ψi(r) +

∫
υxc(r, r′)ψi

(
r′)dr′ = εiψi(r) (1)

Here the υC (r) represents the classical Coulomb potential consist-
ing of nuclei and Hartree contributions:

υC (r) = −
∑

a

Za

|Ra − r| +
∫

ρ(r, r)

|r − r′| dr′ (2)

where Za and Ra represent nuclei charges and positions, and
ρ(r, r) is the electron density which is a diagonal of the electron
density matrix:

ρ
(
r, r′) =

∑
α

ψ∗
α(r)ψα

(
r′) (3)

The complexities of many-electron interactions are hidden in the
last term υxc , the so-called exchange-correlation potential. Other
than formal diagrammatic expansions [8,9], the closed form ex-
pression for υxc is not available and in practice approximate ex-
pressions have to be utilized. From a computational point of view,
these can be broadly divided into two categories – local and non-
local. In the local form υxc acts as a local multiplicative potential

υxc(r, r′) = υxc
loc(r)δ

(
r − r′) (4)

whereas in the nonlocal form it is truly an integral operator as
shown in (1). Most of the early developed approximations for υxc
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are of the local form. These include original local density approx-
imation (LDA) [7] where υxc is actually a function of the electron
density, and generalized gradient approximations [10–13] where
dependence on the density gradient is also added. Local forms of
υxc significantly simplify solution of single-particle equations (1)
and used predominantly in plane wave based implementations of
DFT. It is a generally accepted fact however, that the local form of
υxc does not provide an adequate description of exchange effects,
and all the modern approximations treat those effects explicitly in
terms of a nonlocal component similar in structure to Hartree–Fock
exchange operator:

υx(r, r′) = −ρ(r, r′)
|r − r′| (5)

Among the nonlocal approximations for υxc are the original hy-
brid functionals which include part of υx in conjunction with local
forms of υxc , [14,15] metafunctionals which also include a part
of the kinetic energy [16], and the recently developed range sep-
arated forms [17–20]. Detailed discussion of different classes of
exchange-correlation functionals is beyond the scope of this paper,
and we refer the interested reader to more comprehensive refer-
ences on this subject [6,7,16,21–25].

In practical applications the solution of (1) is facilitated by ex-
panding single-particle orbitals ψi(r) in terms of a finite basis set.
Two popular choices are atom-centered local basis sets and plane
waves. Both are implemented in NWChem and discussed in the
following sections.

4.1. Local basis implementation

The local basis implementation of DFT in NWChem is aimed at
the description of isolated molecular systems and utilizes atom-
centered Gaussian type orbitals (GTO) [26],

φμ(r) = xl ymzne−ar2
(6)

or linear combinations of thereof (contracted GTO’s). The single-
particle orbitals, represented in this case as real functions, are
expanded as

ψi(r) =
∑
μ

ciμφμ(r − Raμ) (7)

The actual specification of the local basis, which is in general
atom specific, is handled by the basis set directive. The user
can specify contracted Cartesian Gaussian functions up to a maxi-
mum angular momentum of five (h functions), and also SP (or L)
functions. Both spherical and Cartesian angular functions are sup-
ported. A wide range of basis set libraries are available as part of
NWChem distribution. Alternatively the EMSL basis set exchange
(https://bse.pnl.gov/bse/portal) can be used to provide explicit ba-
sis set specification [27]. Further details about basis set specifica-
tion can be found in the user manual.

With the help of the local basis set expansion (7) Eq. (1) can be
transformed into the matrix form:

FC = SCE (8)

where C = {ciμ} is the matrix of expansion coefficients (see
Eq. (7)), E = {εi} is the eigenvalue matrix, and S is the overlap
matrix:

Sμν =
∫

φμ(r)φν(r)dr (9)

The Fock matrix, F, consists of the kinetic, Coulomb and exchange-
correlation matrix elements

Fμν = tμν + υc
μν + υxc

μν (10)
where

tμν = −1

2

∫
φμ(r)∇2φν(r)dr (11)

υc
μν =

∫
φμ(r)υc(r)φν(r)dr (12)

υxc
μν =

∫ ∫
φμ(r)υxc(r, r′)φν

(
r′)dr dr′ (13)

The generalized nonlinear eigenvalue equation (8) is solved us-
ing a self-consistent field (SCF) procedure akin to the solution of
the Roothaan–Hall (and Pople–Nesbet) equations in the Hartree–
Fock (HF) approximation [28–30]. The two main computational
steps involve construction of the Fock matrix and its subsequent
diagonalization. Given the dependence of the Fock matrix (through
Coulomb and exchange-correlation contributions) on the single-
particle orbitals, the procedure is repeated until self-consistence
is reached.

In the GTO representation, the kinetic, Coulomb contributions
to Fock matrix can be evaluated analytically and scale as O (N2)

and O (N4) respectively, with system size. The O (N4) scaling of the
Coulomb component can be reduced to O (N3), by utilizing charge
density (CD) fitting or resolution of identity (RI) approaches. In
NWChem the CD fitting is accomplished using the Dunlap method
[31] implemented along the lines proposed by von Arnim and
Ahlrichs [32]. The in-core strategy for storing all the 3-center, 2-
electron integrals in memory allows for a much faster evaluation
of the Coulomb contribution compared with disk-based or direct
approaches. This approach also lends itself to efficient paralleliza-
tion in the sense that the available memory is the aggregate of the
memory of all processors involved in the computation. It is also
worth noting that all the coefficients for CD fitting are computed
in parallel.

In the evaluation of the exchange-correlation matrix elements
one distinguishes between local and nonlocal components (Eq. (5))
of the exchange-correlation potential. The nonlocal component has
a structure similar to that of the Coulomb matrix and is again eval-
uated analytically, scaling as O (N4). This scaling can be reduced to
O (N3) following the strategy of CD or RI approaches mentioned
above. The local part of the exchange-correlation potential has to
be evaluated numerically on the radial grids scaling as O (N3). The
calculation is performed in parallel involving spatial decomposition
of the atom-centered grids [33,34] and the use of mirrored arrays
to reduce communication costs.

The efficiency of the local basis DFT implementation in
NWChem is illustrated in Fig. 1 which shows the wall clock time
per iteration for different numbers of processors using C240 clus-
ter as an example system. The calculations utilize the PBE0 [15]
nonlocal exchange-correlation functional and the 6-31G∗ basis set
[35,36] with a total of 3600 basis functions for the whole system.
All the integral evaluations were performed using the direct ap-
proach and Fock matrix replication. At the lower range of processor
count, the O (N4) scaling associated with construction of Coulomb
and nonlocal exchange-correlation to the Fock matrix dominates
the computational time. This part of the code however lends it-
self to efficient parallelization with almost perfect scaling through
4096 CPU’s. The local exchange-correlation component of the Fock
matrix is also exhibits good scaling, however increase in commu-
nication costs limits the efficiency to a 1000 CPU’s. As the cost of
Fock matrix construction drops for large processor counts (� 1000)
the performance is impacted by the diagonalization step which is
not as easily parallelizable. One potential solution to this problem
consists in utilizing iterative approaches to the eigenvalue prob-
lem which presents an alternative to a traditional diagonalization
scheme currently implemented in NWChem. Such efforts are un-
derway and will be a part of a future release.

https://bse.pnl.gov/bse/portal
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Fig. 1. Scaling of local basis DFT calculation of C240 using the hybrid PBE0 exchange-
correlation functional and the 6-31G∗ basis with a total of 3600 basis functions for
the whole system. Fock 2e denotes computational costs associated with construction
of Coulomb and nonlocal exchange-correlation to the Fock matrix. Fock xc denotes
computational costs associated with construction of local exchange-correlation part
of the Fock matrix.

In NWChem the DFT parameters are set within the dft input
block (see Input 1) and described in detail in the user manual. We
provide a brief description of some of the important options below.

The initial guess can be supplied as follows:

dft
...
vectors input <option>
...
end
task dft energy

Among the available options are atomic (default) which uses a
superposition of atomic densities, hcore which uses the one-
electron Hamiltonian, project which uses a set of orbitals gener-
ated using a smaller basis set where convergence is typically easier
to project onto a larger basis set, and fragment which combines
orbitals generated from fragments of the full molecule.

A number of standard convergence options for the solution of
eigenvalue equations are provided such as DIIS [37,38], damping,
level shifting [39] and smearing [40]. The latter option is especially
useful in cases where there are near-degeneracies in the valence
space of orbitals.

NWChem also provides an extensive and flexible framework for
the specification of exchange-correlation functionals. This is spec-
ified using xc keyword. For example, xc hfexch will perform
a pure Hartree–Fock calculation, B3LYP [14] can be specified as
xc b3lyp, PBE0 [15] as xc pbe0, PBE96 [10] as xc xpbe96
cpbe96, etc. One of the appealing features of NWChem is that
one can build a custom functional by suitably mixing available
forms. This gives the user an added level of control. For example,
the B3LYP functional may also be specified in terms of its hybrid
components as:

dft
...
xc vwn_1_rpa 0.19 lyp 0.81 HFexch 0.20 \

slater 0.80 becke88 nonlocal 0.72
...
end
task dft energy

In a similar way, the PBE0 functional may also be specified as:

dft
...
xc xpbe96 0.75 cpbe96 1.0 hfexch 0.25
...
end
task dft energy

Many other choices of exchange-correlation functionals are also
available. We refer the reader to the NWChem user manual for de-
tails. All the available exchange-correlation functionals have associ-
ated analytic first derivatives. However, analytic second derivatives
are not available for all functionals. Long-range dispersion correc-
tions have been recently implemented. These corrections can be
added empirically to the DFT energies (DFT-D) [41–44] as well as
when computing gradients and hessians. These are useful when
treating weakly interacting systems such as van der Waals com-
plexes. Range-separated [45,46] and double-hybrid functionals [47]
have also been implemented in the latest version of NWChem.

Relativistic effects can also be included in DFT/HF calculations
via the all-electron spin-free and spin–orbit one-electron Douglas–
Kroll–Hess (DKH) method [48–50] and zeroth-order relativistic ap-
proximation (ZORA) [51–54] as well as through effective core (ECP)
and spin–orbit (SO) potentials.

Excited state calculations can also be performed using a vari-
ety of single excitation methods (or linear response approaches)
such as time-dependent Hartree–Fock (TDHF) also known as the
random-phase approximation (RPA), time-dependent density func-
tional theory (TDDFT) [55] and the Tamm–Dancoff approxima-
tion (TDA) to TDDFT [56]. These methods are available within the
TDDFT module in NWChem in both the spin-restricted and unre-
stricted formalisms. To improve the description of Rydberg excited
states, two asymptotic correction methods [57] are also available.
These have been shown to markedly improve the TDDFT excitation
energies. The range-separated functionals are also available within
the TDDFT module. These functionals have shown a lot of promise
in the description of charge-transfer (CT) excited states [58,19,59,
20].

4.2. Plane wave implementation

The plane wave DFT module in NWChem is a collection of three
programs.

• PSPW – a pseudopotential plane wave Γ -point code for calcu-
lating molecules, liquids, crystals, and surfaces.

• Band – a band structure code for calculating crystals and sur-
faces with small band gaps (e.g. semi-conductors and metals).

• PAW – a (γ -point) projector augmented plane-wave code for
calculating molecules, crystals, and surfaces

All three programs make use of a common infrastructure com-
posed of generic operations related to plane wave basis sets. The
use of the PSPW, BAND, or PAW approach in the calculations is ac-
complished by using pspw, band, or paw keyword in the task di-
rective. In addition to the standard directives, e.g. energy, optimize,
there are additional directives specific to the plane wave module
that are used to run Car–Parrinello molecular dynamics simula-
tions (i.e. task pspw car-parrinello or task paw car-
parrinello), generate band structure plots (i.e. task band
structure), and compute the density of states (i.e. task band
dos). As shown in the example Input 2 the actual parameters
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Input 2. Example NWChem input file for H2O energy and optimization us-
ing plane wave DFT implementation.

echo
start h2o
memory total 200 mb
permanent_dir ./perm
scratch_dir /tmp

geometry units au
O 0 0 0
H 0 1.430 -1.107
H 0 -1.430 -1.107

end

nwpw
simulation_cell
SC 26.0

end
cutoff 50.0

end

driver
maxiter 20

end

task pspw energy
task pspw optimize

defining the various plane wave calculations are entered in the
nwpw block. A list of the numerous options available for the vari-
ous types of calculations can be found in the NWChem user man-
ual.

The plane wave DFT module in NWChem can be used to de-
scribe both extended periodic system and isolated molecular sys-
tems with free space boundary conditions. In either case the sys-
tem is assumed to be enclosed in a suitably defined unit cell char-
acterized by the unit cell vectors {a1,a2,a3}. In conjunction with
periodic boundary conditions this allows to express single-particle
orbitals in terms of the following plane wave expansion

ψαk(r) = eık·r ∑
G

ψ̃αk(G)eıG·r (14)

where k is a vector in the first Brillouin zone. The reciprocal lattice
vectors G form a discrete set given by

Gi1 i2i3 = i1b1 + i2b2 + i3b3 (15)

Here reciprocal unit lattice vectors are given by

bi = 2πεi jk
a j × ak

Ω
(16)

where εi jk is Levi-Civita symbol and Ω = a1 · (a2 × a3) is the
volume of the unit cell. In the calculations of isolated molecular
systems, where the single-particle orbitals are expected to be lo-
calized within the unit cell, the sampling over the Brillouin zone
is necessarily restricted to a Γ -point (k = 0) giving rise to the so-
called Γ -point representation as

ψα(r) =
∑

G

ψ̃α(G)eıG·r (17)

The reciprocal space representation, ψαk(G), as defined by Eqs. (14)
and (17) forms discrete but infinite set (see Eq. (15)). For practical
calculations, it is truncated by considering ψαk(r) only on a subset
of points forming a uniform grid within the unit cell:

ri1 i2i3 =
(

i1

N1
− 1

2

)
a1 +

(
i2

N2
− 1

2

)
a2 +

(
i3

N3
− 1

2

)
a3 (18)

where im ∈ [1, Nm]. The corresponding reciprocal grid is then re-
duced to
Gi1 i2i3 =
(

i1 − N1

2

)
b1 +

(
i2 − N2

2

)
b2 +

(
i3 − N3

2

)
b3 (19)

Further reduction can be achieved by eliminating plane compo-
nents beyond predefined maximum kinetic energy cutoff:

1

2
|G|2 < Ecut (20)

There are several advantages associated with using a plane
waves basis set. The plane wave expansion coefficients, ψ̃αk(G),
as well as other quantities can be efficiently computed using Fast
Fourier transform techniques [60]. Compared to a local basis set,
plane wave basis set is also independent of nuclei positions which
ensures equal treatment of all the regions in the system and avoids
any over-completeness or superposition errors. The main short-
coming of a plane basis set is the inefficient description of rapid
oscillations of electronic wavefunction in the vicinity of the atomic
nucleus. Large numbers of plane waves are required for an accu-
rate representation of such behavior, leading, in most cases, to an
intractably large computational problem. One potential solution is
offered by the pseudopotential planewave (PSPW) method [61–64]
where the fast varying core regions of the atomic potentials and
the core electrons are removed and replaced by smoothly varying
pseudopotentials. The pseudopotentials are chosen such that the
scattering properties of the resulting pseudoatoms are the same as
the original atoms [65,66]. Detailed description of PSPW approach
can be found elsewhere. The important point for the purpose of
this paper is that PSPW approximation results in the appearance of
the extra pseudopotential term in the original single-particle equa-
tions(

−1

2
∇2 + υC (r)

)
ψα(r) +

∫
υ ps(r, r′)ψα

(
r′)dr′

+
∫

υxc(r, r′)ψα

(
r′)dr′ = εαψα(r) (21)

The nonlocal pseudopotential term is atom-centered:

υ
ps
a

(
r, r′) =

∑
a

υ
ps
a

(
r − Ra, r′ − Ra

)
(22)

and, in general, nonseparable. It can, however, be approximated in
a separable form [67] as:

υ
ps
a

(
r, r′) = υ

ps
a,0(r)δ

(
r − r′) +

∑
i j

p∗
i (r)υ ps

a,i j p∗
j

(
r′) (23)

where pi(r) are projector functions and υ
ps
a,0, υ

ps
a,i j are expansion

coefficients that depend only on the nature of chemical species. An
alternative to the PSPW method can be found in the projected aug-
mented plane wave method (PAW) [68–72]. Instead of discarding
the rapidly varying parts of the electronic orbitals in the core re-
gion, in PAW these are treated by projecting them onto a local ba-
sis set (e.g. a basis of atomic functions). By carefully choosing the
local basis the convergence of the plane wave problem can be sys-
tematically improved. The PAW method is an all electron method,
and no part of the electron density is removed from the problem.
This can be a significant advantage over the PSPW program for
some problems, particularly for magnetic systems. Similar to PSPW
approach, PAW methodology also results in the appearance of a
nonlocal potential term (see Eq. (23)), but the expansion coeffi-
cients υ

ps
a,0, υ

ps
a,i j now also acquire an orbital dependence. There are

other subtle differences between PSPW and PAW methods, which
are discussed in detail elsewhere [68–72].

In general, the size of the basis sets in plane wave methods are
very large compared to those encountered in local basis methods.
As a result, a different strategy is utilized for the solution of the
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Fig. 2. The overall fastest timings taken for an 80 and 160 atom Fe2O3 hybrid plane
wave DFT energy calculations. Calculations were performed on the Franklin Cray-
XT4 computer system at NERSC.

Kohn–Sham single-particle equations (21). Instead of explicit con-
struction and direct diagonalization of the corresponding “Fock”
matrix, plane-wave methods evaluate of the wavefunction gradi-
ent S, represented by the left hand side of (21)

S(r) =
(

−1

2
∇2 + υC (r)

)
ψα(r) +

∫
υ ps(r, r′)ψα

(
r′)dr′

+
∫

υxc(r, r′)ψα

(
r′)dr′ (24)

for use in a conjugate gradient algorithm to solve the Kohn–Sham
equations or, Car–Parrinello dynamics. It should be noted that both
real and reciprocal space calculations are involved in the evaluation
of Eq. (24). Typically, kinetic and nonlocal pseudopotential terms
are calculated in reciprocal space, whereas local pseudopotential,
Coulomb, and exchange-correlation contribution are performed in
real space. The most expensive parts of the algorithm involve eval-
uation of exact exchange (if present), nonlocal pseudopotential,
and wavefunction orhthogonalization.

Plane wave DFT implementation can greatly benefit from paral-
lelization, and several strategies have been developed [73–76,72].
There are several options for parallel data layout, involving dis-
tribution over the k-space (Brillouin zone), distribution over the
orbital index α, and spatial distribution in real/reciprocal space.
Distribution over the Brillouin zone [73] (k in Eq. (14)) is poten-
tially beneficial for many solid-state applications, but the scalabil-
ity of this approach is limited by the size of the Brillouin zone, and
the method is not applicable to Γ -point calculations. Distribution
over the orbital index α has been shown to scale quite well [75],
but requires storage of the entire one-electron orbital on a sin-
gle node which may not be practical for large molecular systems
that require large number of plane wave expansion coefficients. In
the spatial distribution approach sections of three-dimensional real
or reciprocal space coefficients (typically along a single dimension)
are stored on different processors [74,76,72]. Given the large size
of real/reciprocal space (104–106) grids, this model would seem
to makes a lot of sense in terms of scalability and memory man-
agement and is commonly available in many of the plane wave
codes including NWChem. The tradeoff in this type of approach
is the increased communication costs incurred by parallel three-
dimensional FFT transformations. The scalability of the latter levels
off beyond 3
√

N1N2N3 number of processors, which for a typical
applications limits the number of processors to 1000 or less. This
limitation can be avoided by distributing both the spatial and or-
bital degrees of freedom on a two-dimensional processor grid [77].
This approach is also available in NWChem plane wave DFT imple-
mentation.

A limitation of many implementations of plane wave DFT has
been the lack of support for hybrid forms of exchange-correlation
potentials which contain a small amount of exact exchange. Hy-
brid functionals are important for correct estimates of band gaps,
spin localized states, and reaction barriers. NWChem no longer suf-
fers from this restriction and offers efficient and highly scalable
treatment of exact exchange term. The drawback of including an
exact exchange term is the expense; plane-wave methods require
the computation of O (N2

e ) 3D-FFTs, where Ne is the number of va-
lence electrons. We have developed a highly scalable algorithm for
exact exchange and incorporated it into a plane-wave DFT appli-
cation. Using this approach, we have been able to overcome high
resource demands, scaling to over 20 000 CPUs for even modest
size problems. This is illustrated in Fig. 2 that shows parallel scal-
ing of hybrid plane wave DFT calculation for Fe2O3 with the unit
cell containing 80 and 160 atoms.

5. Coupled cluster calculations

The coupled cluster theory [78–81] (CC) is considered by many
to be a gold standard for accurate quantum-mechanical description
of ground and excited states of chemical systems. This accuracy,
however, comes at a significant computational cost which limits CC
calculations to systems containing under hundred atoms with a to-
tal time to solution for single point calculation approaching several
hours. The computational expense of CC calculations comes from
the fact that it is a true many-body approach that seeks solution
of full Schrödinger equation in terms of the exponential ansatz:

|Ψ 〉 = eT |Φ〉 (25)

Here the T operator represents the cluster operator

T = T1 + T2 + T3 + · · · + T N (26)

Tn = (n!)−2
∑

i1,i2,...
a1,a2,...

ta1...an
i1...in

ĉ†
a1 . . . ĉ†

an ĉin . . . ĉi1 (27)

where ĉ†, ĉ denote creation and annihilation operators, and indices
ak , ik denote occupied and unoccupied states respectively. The sin-
gle determinant reference wavefunction |Φ〉 is assumed to have
nonzero overlap with a true ground state wave-function, its choice
is otherwise arbitrary obtained typically from Hartree–Fock or DFT
calculations. As it stands, the exponential ansatz (25) does not in-
troduce any approximations, but allows to reformulate the solution
of Schrödinger equation

H|Ψ 〉 = E|Ψ 〉 (28)

in terms of cluster amplitudes ta1...an
i1...in

. Projection of Eq. (28) onto a
reference state |Φ〉 provides an expression for ground state energy:

E = 〈Φ|HeT |Φ〉
E = 〈Φ|H

(
1 + T1 + T2 + 1

2
T 2

1

)
|Φ〉 (29)

While the ground state energy is fully determined in terms of T1
and T2 amplitudes, the knowledge of the latter requires solution of
set of coupled equations involving all the amplitudes. These equa-
tions are obtained by projecting Eq. (28) onto various reference
excited states |Φa1...an 〉 = ĉ†

a . . . ĉ†
a ĉin . . . ĉi1 |Φ〉
i1...in 1 n
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〈
Φ

a1...an
i1...in

∣∣(HeT )
C |Φ〉 = 0 (30)

where C signifies that only connected terms should be considered.
A similar strategy is used for the determination of excited states in
the Equation of Motion CC (EOMCC) method [82–84]. In this case
in addition to cluster operator T , the excitation operator R for K th
excited states is defined:

R K = R K ,0 + R K ,1 + R K ,2 + · · ·
R K ,n = (n!)−2

∑
i1,i2,...
a1,a2,...

ra1...an
K ,i1...in

ĉ†
a1 . . . ĉ†

an ĉin . . . ĉi1 (31)

which expresses the excited state |ΨK 〉 in terms of ground state
wavefunction:

|ΨK 〉 = R K eT |Φ〉 (32)

The coefficients determining excitation operator R K and corre-
sponding excited state energy E K are again obtained by a projec-
tion techniques applied to Schrödinger equation.

For practical applications of CC methodology the chain of
Eq. (30) that defines cluster amplitudes is disentangled by trun-
cating the expansion of cluster operator to a certain order. For
example, in the well-known CCSD (CC with singles and doubles)
[85] and CCSDT [86,87] (CC with singles, doubles and triples) ap-
proaches the cluster operators are approximated as follows:

T ≈ T1 + T2 (CCSD) (33)

T ≈ T1 + T2 + T3 (CCSDT) (34)

Likewise truncation of the excitation operator R K at double and
triple excitations leads to EOMCCSD [82–84] and EOMCCSDT [88]
methods for excited states.

While the inclusion of the higher order cluster excitations leads
to improved accuracy, it is also accompanied by a significant in-
crease in computational demands. The numerical cost of the CCSD
method scales as N6 with respect to system size (N), increasing
to N8 for CCSDT. This makes the CCSDT calculations prohibitively
expensive for large systems. Several methods have been devel-
oped that can circumvent these difficulties. Arguably the most ef-
ficient way to include the triply excited configurations in ground
and excited state CC calculations can be found in the noniter-
ative approaches [89–96]. These methods take advantage of T1,
T2 (R K ,0, R K ,1, R K ,2) amplitudes obtained in less expensive CCSD
(EOMCCSD) calculations to estimate the T3 (R K ,3) amplitudes us-
ing many-body perturbation theory. The resulting CCSD(T) ap-
proach reduces the n3

on5
u cost of the CCSDT method down to n3

on4
u ,

where no is the number of occupied spin-orbitals and nu is the
number of unoccupied spin-orbitals.

The accuracy of CCSD(T), however, may become inadequate
for stretched bond regions. In that case a more sophisticated
route for approximation of T3 (R K ,3) can be taken using pertur-
bative methods based on the similarity transformed Hamiltonian
[92–95,97–108] or method of moments formulation of coupled
cluster equations [109]. The latter includes the completely renor-
malized CCSD[T] and CCSD(T) approaches (CR-CCSD[T],CR-CCSD(T))
[109], locally renormalized CCSD(T) and CCSD(TQ)-1 methods (LR-
CCSD(T),LR-CCSD(TQ)-1) [110], very efficient method CR-CC(2,3)
and CR-CC(2,4) methods [111–113], and generating functional
methods [114,115].

Active-space methods [116–118] represent another strategy for
approximate inclusion of triply excited configurations. In this case
the essential parts of the exact T3 operator are elegantly repre-
sented using the so-called t3 operator based on active orbitals
concept∣∣Ψ CCSDt 〉 = eT1+T2+t3 |Φ〉 (35)
In the basic version (referred here as to “version I”) this operator
is defined only by ti jK

Abc amplitudes with i, j,k(a,b, c) representing
generic occupied (unoccupied) spin-orbitals and I, J , K (A, B, C) in-
dices refer to active occupied (unoccupied) spin-orbitals. The nu-
merical overhead of the CCSDT method in this case is equal to
No Nun2

on4
u , where No(Nu) refers to occupied (unoccupied) active

spin-orbitals. This presents significant computational savings com-
pared to the n3

on5
u cost of the full CCSDT method. Further reduction

in numerical costs can be achieved by using tiJK
ABc and tIJK

ABC ampli-
tudes, which corresponds to Versions II and III CCSDT methods.

A computational implementation of CC description is gener-
ally based on local basis expansion and composed of several steps
characterized by various degree of complexity. The first step is as-
sociated with calculating the relevant reference wavefunction |Φ〉
usually using Hartree–Fock or DFT methods. The second step in-
volves transformation of one- and two-electron integrals in terms
of molecular orbitals associated with the reference wavefunction.
This process, characterized by the N5 complexity is referred to as
the 4-index transformation. Having obtained all integrals, in the
subsequent step the nonlinear CC equations are solved iteratively
for cluster amplitudes. The simplest iterative scheme (Jacobi itera-
tions) is based on the following representation of the CC equations:(

n∑
k=1

εak −
n∑

k=1

εik

)
ta1...an

i1...in
+ 〈

Φ
a1...an
i1...in

∣∣(V N eT )
C |Φ〉 = 0 (36)

where ε ’s refer to the orbitals energies (for simplicity Fock oper-
ator is assumed to be in the diagonal form) and V N refers to the
two-body part of electronic Hamiltonian in normal product form.
Using the above equations cluster amplitudes in (n + 1)th iterative
step can be conveniently expressed through amplitudes obtained
in n-iterative step (with corresponding T (n) cluster operator)

ta1...an(n+1)
i1...in

= 1∑n
k=1 εik − ∑n

k=1 εak

〈
Φ

a1...an
i1...in

∣∣(V N eT (n))
C |Φ〉 (37)

Using this procedure and employing initial guesses for cluster
amplitudes equal to zero one can easily track the contributions
coming from various orders of perturbative expansion. Once con-
vergence is achieved the cluster amplitudes are used to calculate
the energies. In the excited state CC calculations there is a fourth
step which involves diagonalization of the similarity transformed
Hamiltonian H̄ (H̄ = e−T HeT ) in order to calculate excited-state
energies and corresponding R K -amplitudes.

NWChem provides a full featured of implementation of CC the-
ory geared towards efficient execution on high performance paral-
lel architectures.

The first implementation of the CCSD and CCSD(T) approaches
[119] was developed for closed-shell systems utilizing spin-free
formalism for restricted Hartree–Fock reference function. Com-
pared to the spinorbital formalism, this rudimentary form of
the spin adaptation offers a significant reduction in the num-
ber of cluster amplitudes. Recently, it was demonstrated that this
highly efficient parallel implementation can scale across 240 000
cores [120].

Current development is mostly focused on CC implementation
which can utilize any type of single-determinantal reference func-
tion using an improved version of the Tensor Contraction Engine
(TCE) developed by Hirata [57,96,121]. It was subsequently mod-
ified to improve management of the look-up tables and increase
parallel scaling of CCSD/EOMCCSD and CCSD(T)/CR-CCSD(T)/CR-
EOMCCSD(T) modules. The latter included reduction of multiple
uses of the largest class of two-electron integrals corresponding
to the so-called 4-particles integrals (i.e., carrying four particle in-
dices). As a by-product we substantially reduced the maximum
size of the recursive intermediates down to n2

on2
u . These changes
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Fig. 3. Parallel scaling of the most computationally expensive N7 (T) part of the
CR-EOMCCSD(T) calculations across 6144 CPUs performed for oligoporphyrin dimer
(P2TA system [122]) using 578 basis set functions.

were accompanied by improved handling of 2-electron integrals
for the restricted Hartree–Fock (RHF) and restricted open shell
Hartree–Fock (ROHF) cases (available by using the 2eorb keyword
in the tce input group). In these cases, the integrals are stored
in the orbital form and inherit the tile structure used in the
CC/EOMCC calculations. Fig. 3 shows parallel scaling of the most
computationally expensive N7 (T) part of the CR-EOMCCSD(T) cal-
culations across 6144 CPUs performed for oligoporphyrin dimer
(P2TA system [122]) using 578 basis set functions. The most re-
cent scalability tests show a good scalability of the triples part of
the CR-EOMCCSD(T) approach across 34 000 cores [123].

The parameters controlling coupled cluster calculations in
NWChem are provided in the “tce” input block. For example, the
basic input for performing ground CCSD calculations is given by

tce
ccsd

end

The same input for excited state EOMCCSD calculations takes a
slightly different form, requiring specification of the number of ex-
cited state roots to be calculated:

tce
ccsd
nroots 3

end

In all cases the convergence threshold can be controlled by the
“thresh” keyword. For large parallel calculations it is critical to de-
fine the “tilesize” parameter, which defines the decomposition of
the orbital basis set (according to spin and spatial symmetry) and
the size of the building blocks of all tensors used in the CC calcula-
tions. Defining “tilesize” too big may result in problems with local
memory, while defining “tilesize” too small may cause significant
worsening in the performance of the CC codes due to increased
communication. Typically, setting the “tilesize” value to 15–20 will
provide good performance for the CCSD(T)/CR-EOMCCSD(T) [124]
calculations. In the iterative CCSD/EOMCCSD calculations larger
tilesizes (around 30) can be used. The newly implemented CCSDT
approaches can be invoked in NWChem by using “ccsdta” direc-
tive followed by “t3a_lvl” keyword defining the version to be used
and “active_oa”, “active_ob”, “active_va”, and “active_vb” keywords
specifying the number of occupied alpha, occupied beta, unoccu-
pied alpha, and unoccupied beta active spinorbitals. For example,
invoking the following sequence in the tce group (RHF reference is
assumed):

tce
freeze atomic
ccsdta
t3a_lvl 2
active_oa 4
active_ob 4
active_va 2
active_vb 2
nroots 2

end

will result in execution of version II of active-space CCSDT/
EOMCCSDT approaches with four HOMO and two LUMO orbitals
defined as active. Large CC calculations for the RHF or ROHF ref-
erences will greatly benefit from usage of the “2eorb” directive,
which allows the two-electron integrals to be stored in a more ef-
ficient orbital form. This option works only with Global Arrays as
an input–output scheme (which is assumed by a default) and for
the RHF or high-spin ROHF references.

6. Classical force field calculations

The molecular dynamics (MD) module in NWChem provides a
highly scalable parallel framework for molecular simulations based
on classical potentials or force fields. The default force field is
based on the Amber-type [125] representation:

E =
∑

r

kr(r − r0)
2 +

∑
θ

kθ (θ − θ0)
2

+
∑
n,φ

Vn

2

[
1 + cos(nφ − γ )

] +
∑
i< j

qiq j

ri j

+
∑
i< j

ε

[(
rm

ri j

)12

− 2

(
rm

ri j

)6]
(38)

The first three terms describe bonded, angle, and dihedral inter-
actions, and the electrostatic and van der Waals interactions are
contained in the last two terms. The molecular dynamics capabil-
ities in NWChem are contained in five related modules PREPARE,
CAFE, SPACE, NWMD, and ANALYSIS.

The main purpose of the PREPARE module is to transform the
initial structural description of the molecular system in terms of
Protein Data Bank (PDB) files into a format suitable for classi-
cal force field simulation. In particular this involves assignment of
the atom types, connectivity, and force field interaction parame-
ters. The conversion process is facilitated by the parameter (exten-
sion .par) and fragment (extension .frg) files. The parameter file
contains all the force field constants, except partial charges. These
constants are referenced with respect to atom types which are
different from the atom names in the actual PDB file. The actual
mapping between the atom names and atom types is handled by
the fragment files, which also define connectivity, partial charges,
and polarizabilities. The fragment files are defined on a per-residue
basis so that there is a unique fragment file for each residue found
in the PDB file. NWChem has an extensive library of fragment
files that covers standard amino acid residues, nucleotides, and
some organic molecules. For all other cases the user is respon-
sible for creating a new fragment file. The successful completion
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of PREPARE run will result in the creation of topology (extension
.top) and restart (extension .rst) files. The topology file contains
the static system definitions that do not change during a simula-
tion. These include the bonded, third neighbor and excluded pair
lists, all force field parameters and other persistent data needed.
The restart file contains the dynamic information of the system
that will continuously change during a simulation such as coordi-
nates and forces. The restart file is periodically overwritten during
a molecular simulation and together with topology file provides all
data required to resume a simulation.

The actual classical molecular simulation is performed using
the NWMD module that contains routines for energy minimiza-
tion, molecular dynamics, and free energy calculations. The NWMD
module serves as the top level driver, and relies on the CAFE mod-
ule for the calculation of the classical atomic forces and energies
and the SPACE module for all the spatial decomposition, atom
distribution and communication tasks. This modular implementa-
tion allows for ease of maintenance and future implementations of
alternate methods. Molecular dynamics simulations routinely re-
sult in large molecular trajectories for further analysis. NWChem
includes the ANALYZE module for such analyses including root
mean square deviation (RMSD), internal coordinate analyses such
as Ramachandran distributions, and essential dynamics analysis. To
provide the best theoretical scalability of memory use and com-
munication costs, the parallelization strategy of the NWChem MD
module is based on a domain decomposition approach [126,127].
In the domain decomposition model the physical space occupied
by the molecular system is distributed, and the atoms are assigned
to a given processor based on their physical location. In particu-
lar, the total molecular volume for the simulation is divided by
slicing the total system in each of the three dimensions. A com-
bination of input parameters that include the cutoff radius for the
atomic interactions and the number of processors available for the
simulation determines the size of the resulting rectangular boxes
that are subsequently assigned to those processors. This procedure
fully supports the use of periodic boundary conditions. To optimize
the communication efficiency, the processors are themselves logi-
cally arranged on a three-dimensional grid as well. Each processor
can be assigned one or more sub-domains. This arrangement is
used to preserve as much as possible locality of sub-domains that
will have atoms within the cutoff distance. The domain decompo-
sition approach has several advantages. The replication of atomic
data on each processor is avoided, reducing the memory required
to hold the entire system in core. A judicious choice of the decom-
position of the physical space in conjunction with distance cutoff
criteria for the evaluation of atomic interactions reduces commu-
nications only to neighboring processors. This strategy has been
shown to be particularly effective for large molecular systems on
computing resources with large numbers of processors. However,
there are some complicating factors related to the implementation
of domain decomposition approach. Reassignments are periodi-
cally required to deal with atoms that move from one processor’s
sub-domain to another. In addition a sophisticated dynamic load
balancing scheme is needed to handle heterogeneous systems. To
effectively handle situations where interactions extend beyond the
immediate neighboring processors, NWChem is not using the shift
algorithm for the communication of atomic coordinates between
processors, but takes advantage of the one-sided asynchronous op-
erations permitted by the Global Array toolkit. This also allows for
more sophisticated dynamic load balancing algorithms. By making
the size of sub-domains depend on the cutoff distance, the com-
munication of data that will not be used in the force calculations
is minimized. While the code has the ability to determine the opti-
mal number of sub-domains and their size, the user has the option
to take full control over these parameters. The evaluation of forces
and energies is done in succession for each sub-domain pair that
could contain atoms within the cutoff distance. For each of these
pairs the required coordinate data is retrieved from the appropri-
ate processor and an atom based pair-list is created and stored
for multiple time steps in the simulation. These pair lists are op-
tionally periodically re-evaluated, or when atom redistribution or
dynamic load balancing is performed.

A particular challenge for molecular dynamics simulations us-
ing a cutoff distance for nonbonded interactions is the neglect
of important contributions from parts of the system beyond this
cutoff distance. This is particularly true for electrostatic contri-
butions. In NWChem a correction for the use of cutoff distances
for electrostatic interactions is implemented in the form of the
smooth Particle Mesh Ewald (sPME) method [128]. This method
involves setup of a charge grid used to determine contributions in
reciprocal space. This involves two three-dimensional fast Fourier
transforms (3D-FFT) to be carried out for each force evaluation.
Because of the data access patterns in Fourier transforms, the 3D-
FFT method is difficult to efficiently parallelize. In NWChem a slab
based 3D-FFT is used that allows the transform in two dimensions
to take place on a single processor, thereby avoiding interprocessor
communication. This leaves one dimension in which communica-
tion is required. The primary difficulty in scaling this algorithm is
that it only allows as many processors to be used for the 3D-FFT as
there are slabs in the grid. The number of grid points is typically
determined by the requirements of the simulation. In NWChem,
therefore, the evaluation of forces and energies is organized such
that a sub-set of the processors are involved in the 3D-FFT cal-
culations while the remaining processors execute the code for the
real space components. This leads to an effective use of the avail-
able processing resources, even though the construction and use of
the slab-wise grids with a block based atomic decomposition is a
significant challenge.

One of the distinguishing features of the NWChem Molecular
Dynamics module is the implementation of dynamic load bal-
ancing. This is particularly important for simulations of systems
with a significantly heterogeneous composition leading to a het-
erogeneous processor work load. It also is important for spatial
decompositions that do not fit nicely onto the number of proces-
sors available for the calculation. In NWChem two ways of dynamic
load balancing have been implemented and can be used in com-
bination. The first is a global technique that reduces the physical
size of the sub-domain on the busiest processor. This automati-
cally leads to larger sub-domains on the other processors. This is
a global technique that requires a redistribution of the atoms. As
a result it requires significant communication. The second tech-
nique is local. The responsibility for the calculation of forces be-
tween atoms on two processors is transferred from the busiest
processor to the other one. This can be used in NWChem in a
cascading fashion, such that multiple processor pairs can switch
this inter-processor responsibility simultaneously. Since no atoms
change processor domain, this method does not require signifi-
cant communication. A second advantage of this method is that
the order in which atomic forces and energies are evaluated is not
changed. Therefore, this load balancing method has a much smaller
effect on numerical differences between runs that could lead to di-
verging trajectories. Together, the use of these methods leads to a
significant increase in load balance.

7. Combined quantum-mechanical molecular mechanics
calculations

The combined quantum-mechanical molecular mechanics
(QM/MM) approach provides a simple and effective tool to study
localized molecular transformations in large scale systems such as
those encountered in solution chemistry or enzyme catalysis. In
this method an accurate but computationally intensive quantum-
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mechanical (QM) description is only used for the regions where
electronic structure transformations are occurring (e.g. bond mak-
ing and breaking). The rest of the system, whose chemical identity
remains essentially the same, is treated at the approximate clas-
sical molecular mechanics (MM) level. The total energy of the
system is then given by the sum of the quantum (Eqm) and classi-
cal energies (Emm):

E = Eqm[r,R;ψ] + Emm[r,R] (39)

where r, R represent the coordinates of QM and MM regions re-
spectively, and ψ denotes the ground state electronic wavefunction
of the QM region. The QM energy can be conveniently separated
into internal and external contributions [129]:

Eqm = E int
qm(r;ψ) + Eext

qm(r,R;ρ) (40)

The internal part E int
qm(r;ψ) is the gas phase energy expression. The

external part contains the electrostatic interactions of the classical
charges (Z I ) of the MM region with the electron density (ρ):

Eext
qm(r,R;ρ) =

∑
I

∫
Z Iρ(r′)
|RI − r′| dr′ (41)

The last term in Eq. (39), the classical energy (Emm), contains all
the classical interactions in the MM system, as well as the solute-
solvent van der Waals and Coulomb nuclear interactions. Clean
separation between QM and MM region is not always possible and
in the case when the boundary cuts across chemical bonds link
atoms or other bond capping schemes [130,131] have to be uti-
lized.

The QM/MM module in NWChem is built as a top level interface
between the classical MD module and various QM modules, man-
aging initialization, data transfer, and various high level operations
such as optimizations. The size of the system (103–105 atoms) and
the need for classical force field parameters precludes description
of the system through just the geometry input block as would
be done in pure QM simulations. Instead the initial setup is per-
formed similar to classical MD simulations through the PREPARE
module. This requires a properly formatted PDB file, a parame-
ter file containing information about the force field, and fragment
files. The latter provides the mapping between entries in the PDB
file and force field parameters in the parameter file. It is at this
PREPARE stage where the QM region is defined on an atom-by-
atom or residue basis. Further system modification can also be
performed at this point, including addition of solvent and con-
straints. In a typical setting this preparation stage will be done in
a separate calculation from the main QM/MM simulations result-
ing in the generation of topology and restart files. The topology
file contains a list of all relevant force field interactions encoun-
tered in the system but has no information about the actual atom
positions. Typically the topology file will be generated once and
reused throughout the entire simulation. The actual structural in-
formation about the system is contained in the restart file, which
will be changing as the system coordinates are updated during the
course of the simulation.

Once restart and topology files are generated, the QM/MM sim-
ulation can be initiated by defining the specifics of the QM and
MM descriptions as described in the earlier sections, and if neces-
sary QM/MM interface parameters. Among the important QM/MM
interface parameters that apply to all the tasks are the definition of
the link atom scheme and classical charge interactions. The current
implementation supports two different treatments of link atoms
– hydrogen and pseudo-carbon capping schemes [131]. The actual
choice is controlled by the keyword link_atoms. The default op-
tion (link_atoms hydrogen) is to use the hydrogen capping
scheme which places a hydrogen link atom (Rlink) along the bond
formed by the quantum (Rqm) and classical (Rmm) atoms:

Rlink = (1 − g)Rqm + gRmm (42)

where g = 0.709. In the case of the pseudo-carbon scheme
(link_atoms halogen) a fluoride-like atom takes the place of
the classical atom (Rqm). The choice of the effective core basis re-
quired for this scheme is controlled by the keyword link_ecp
and can be set automatically (default option) or specified by the
user. The classical charge interaction parameters, specified by the
keywords bqzone and mm_charges, define the classical region
that is allowed to interact with the QM part through long range
Coulomb interactions. The typical choice involves inclusion of clas-
sical atoms within a specified distance from the QM region with
various other options available.

Following the general logic of the NWChem input file, the actual
QM/MM calculation is initiated by the task directive:

task qmmm <string theory> <string operation>

The theory keyword specifies the level of QM theory, which may
include HF, DFT, MP2, as well as various flavors of coupled cluster
theories as provided by the TCE module. The operation keyword
could be energy, gradient, optimize, saddle, frequencies, property,
or dynamics. The energy task can be performed for both ground
and excited states. The latter implementation is limited to TD-DFT
and EOMCC theories provided by the TCE module. The optimize
operation follows a micro-iteration strategy where optimization
of the QM and MM regions are alternated until self-consistency
is reached. To expedite the optimization of the MM region, the
fixed QM region is represented by the electrostatic potential (ESP)
charges. The same strategy can be employed during a saddle oper-
ation, which searches for saddle points on the potential energy sur-
face. Additional tasks that are available within the QM/MM module
are the calculations of free energies [129,132–135] and thermal av-
erages of ground state and excited state properties [136]. The user
interface for these tasks is currently being finalized and will be
reported elsewhere.

8. Concluding remarks

New capabilities and improvements in the parallel algorithms
are continually being added to NWChem to enable computational
modeling of large and complex scientific problems using latest
high performance hardware. Thus the development strategy for
NWChem in the coming years will be focused on parallel perfor-
mance, science capabilities, and open source. In the area of parallel
performance the focus is on the efficient utilization of petascale
and upcoming exascale architectures. This includes incorporating
higher levels of task parallelism with dynamic load balancing, mul-
tiple levels of parallelism, algorithms with less disk dependence,
and the use of new classes of hardware such as graphical process-
ing units (GPUs). Many of the scientific capability developments
involve new types of algorithms that can exploit petascale archi-
tectures in different ways than the traditional quantum chemistry
and molecular dynamics methodologies, and can benefit from new
applied math methodologies.

The expansion of the scientific capabilities NWChem continues
to be focused on the development and implementation of new
methods for accurate kinetics and dynamics of chemical transfor-
mation, chemistry of the interfaces and other complex environ-
ments in the condensed phase, and spanning longer time regimes
with dynamics. Reliable and efficient description of the kinetics
and dynamics of chemical processes, including discovery of novel
reaction pathways is of crucial importance to many scientific ar-
eas related to energy production and clean fuel technology. Many
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of technologically important processes occur in complex hetero-
geneous environments which require methods that scale with the
system size, and can bridge from atomic to the macroscopic scales.
In many cases it also becomes important to probe longer time
domains (e.g. the dynamics of large conformational changes in bio-
logical systems) which, for the most part, are still outside the reach
of current molecular simulation codes.

The latest release of NWChem brings the software into the
open-source environment, with future releases, development direc-
tions, and quality control governed by a consortium of developers.
NWChem will be released using the Educational Community Li-
cense. Both the new scientific capability development and the need
to maintain scalability of the software on next-generation exascale
architectures are major efforts requiring resources, man-power, and
expertise that exceed any one group. The open-source environment
enables NWChem to become a real community development code
with extensive participation and collaboration from external de-
velopers in the computational chemistry, computer science, and
applied math arena. Increased collaborative research and develop-
ment will ensure that NWChem will be able to make effective use
of the next-generation hardware architectures. New and improved
capabilities developed by the community can quickly be dispersed
to its user community.
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