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Preface

With the advent of the digital era, journalism faces what seems to be a major change in its
history - data processing. While much journalistic effort has been (and still is) dedicated to
information gathering, now a great deal of information is readily available but is dispersed in
a large quantity of data. Thus processing a continuous and very large flow of data has become
a central challenge in today’s journalism.

With the recognition of this challenge, it has become widely accepted that data-driven
journalism is the future. Tools which perform big data mining in order to pick out and link
together what is interesting from various multi media resources are needed; these tools will be
used as commonly as typewriters once were. Their scope is well beyond data classification.
They need to construct sense and structure out of the never-ending flow of reported facts,
ascertaining what is important and relevant. They need to be able to detect what is behind the
text, what authors’ intentions are, what opinions are expressed and how, whose propagandistic
goal an article might serve, etc. What’s more, they need to go beyond an intelligent search
engine: They need to be picky and savvy, just like good journalists, in order to help people see
what is really going on.

This volume contains the 18 papers presented at NLPMJ-2016: Natural Language Pro-
cessing Meets Journalism, Workshop IJCAI-2016 held on July 10th, 2016 in New York. The
workshop was at its first edition, and it attracted an unexpected number of submissions. In
the call for papers, we welcomed reports on the recent progress on overcoming the bottlenecks
in open domain relation extraction, paraphrasing, textual entailments and semantic similarity,
and on their results in analyzing news content. However, we were also greatly interested in tech-
nologies for enhancing the communicative function of language in this context more generally,
including NLP for automatizing creativity in advertising, or plagiarism for example.

We are happy to notice that the papers accepted to this workshop encompass a large subset of
the topics we proposed for this workshop and quite a few of them focused on general phenomena
occurring in mass-media that would be hard to substantiate without the use of NLP methods.
Very interesting papers show that NLP is able to detect language gender biased, strong and deep
resistance to external political factors which arbitrary make decision on the form of a language,
both overt and hidden attitude , or polarity frames, in mass media. Also, the research focused
on the denotation is well represented at this workshop, and some authors looked into satire,
agreement, trends etc. We gladly witness the apparition of the new generation of tools which
may be used by journalists and exploring topics, analyzing trends and making predictions,
finding catching stories and head-lines, are among the things for which one can expect to
have computers as assistants. The workshop also benefits from the direct interactions between
journalists and NLP researchers and we want to thanks our special guests for their participation.
We would like to thank the program committee members that worked hard to select the best
works, and the IJCAI workshop organizers for their support during the whole process of planning
and logistics.

June 30, 2016
New York

Larry Birnbaum
Octavian Popescu
Carlo Strapparava
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Gözde Özbal FBK-irst
Daniele Pighin Google
Octavian Popescu IBM T.J. Watson Research Center
Mattia Rigotti IBM T.J. Watson Research Center
Paolo Rosso Universitat de Valencia
Malmasi Shervin Harvard Medical School
Carlo Strapparava FBK-irst
Olga Uryupina University of Trento
Marcos Zampieri Saarland University
Torsten Zesch Sprachtechnologie, University of Duisburg-Essen

ii



NLPMJ-2016 Table of Contents

Table of Contents

Tie-breaker: Using language models to quantify gender bias in sports journalism. . . . . . . . . . 1

Liye Fu, Cristian Danescu-Niculescu-Mizil and Lillian Lee

A Model for Multi-Perspective Opinion Inferences . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6

Manfred Klenner

Tell me who you are, I’ll tell whether you agree or disagree: Prediction of
agreement/disagreement in news blogs . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12

Fabio Celli, Evgeny Stepanov and Giuseppe Riccardi

Creation, Visualization and Edition of Timelines for Journalistic Use . . . . . . . . . . . . . . . . . . . . . 16

Xavier Tannier and Frédéric Vernier

Towards Semantic Story Telling with Digital Curation Technologies . . . . . . . . . . . . . . . . . . . . . . 20

Julián Moreno Schneider, Peter Bourgonje, Jan Nehring, Georg Rehm, Felix Sasaki
and Ankit Srivastava

Automatic Creation of Flexible Catchy Headlines. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25

Lorenzo Gatti, Gözde Özbal, Marco Guerini, Oliviero Stock and Carlo Strapparava

Helping News Editors Write Better Headlines: A Recommender to Improve the
Keyword Contents & Shareability of News Headlines . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30

Terrence Szymanski, Claudia Orellana-Rodriguez and Mark Keane

Getting to know large newsflows: Automatically induced information structures as
keyphrases for news content analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35

Samia Touileb and Katherine Duarte

A multi-lingually applicable journalist toolset for the big-data era . . . . . . . . . . . . . . . . . . . . . . . . 41

George Kiomourtzis, George Giannakopoulos, Aris Kosmopoulos and Vangelis
Karkaletsis

A Computational Approach to the Study of Portuguese Newspapers Published in Macau . 47

Marcos Zampieri, Shervin Malmasi, Octavia-Maria Sulea and Liviu P. Dinu

NLP-driven Data Journalism: Time-Aware Mining and Visualization of International
Alliances . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 52

Xavier Tannier

Semantic and Context-aware Linguistic Model for Bias Detection . . . . . . . . . . . . . . . . . . . . . . . . . 57

Sicong Kuang and Brian Davison

Argumentative ranking . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 63

Marco Lippi, Paolo Sarti and Paolo Torroni

Extracting Predictions and their Scopes from News Articles . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 68

Navya Yarrabelly, Kamalakar Karlapalem and Yashaswi Pochampalli

Annotating Satire in Italian Political Commentaries with Appraisal Theory . . . . . . . . . . . . . . . 74

Michele Stingo and Rodolfo Delmonte

iii



NLPMJ-2016 Table of Contents

An exploratory analysis of news trends on twitter . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 80
Konstantinos Bougiatiotis, Anastasia Krithara, Georgios Paliouras and George
Giannakopoulos

Labeled Topics for News Corpora Using Word Embedding and Keyword Identification . . . . 86
Abdulkareem Alsudais, Hovig Tchalian and Brian Hilton

Diachronic Evaluation of Newspapers Language between Different Idioms. . . . . . . . . . . . . . . . . 92
Daniela Gifu

iv



Tie-breaker: Using language models to quantify gender bias in sports journalism

Liye Fu and Cristian Danescu-Niculescu-Mizil and Lillian Lee
Cornell University

liye@cs.cornell.edu cristian@cs.cornell.edu llee@cs.cornell.edu

Abstract
Gender bias is an increasingly important issue in
sports journalism. In this work, we propose a
language-model-based approach to quantify differ-
ences in questions posed to female vs. male ath-
letes, and apply it to tennis post-match interviews.
We find that journalists ask male players questions
that are generally more focused on the game when
compared with the questions they ask their female
counterparts. We also provide a fine-grained anal-
ysis of the extent to which the salience of this bias
depends on various factors, such as question type,
game outcome or player rank.

1 Introduction
There has been an increasing level of attention to and dis-
cussion of gender bias in sports, ranging from differences
in pay and prize money1 to different levels of focus on off-
court topics in interviews by journalists. With respect to the
latter, Cover the Athlete,2 an initiative that urges the media
to focus on sport performance, suggests that female athletes
tend to get more “sexist commentary” and “inappropriate in-
terview questions” than males do; the organization put out
an attention-getting video in 2015 purportedly showing male
athletes’ awkward reactions to receiving questions like those
asked of female athletes. However, it is not universally ac-
knowledged that female athletes attract more attention for
off-court activities. For instance, a manual analysis by Kian
et al. [2009] of online articles revealed significantly more
descriptors associated with the physical appearance and per-
sonal lives of male basketball players in comparison to female
ones.

Transcripts of pre- or post-game press conferences offer an
opportunity to determine quantitatively and in a data-driven
manner how different are the questions which journalists
pose to male players from those they pose to female players.
Here are examples of a game-related and a non-game-relevant
question, respectively, drawn from actual tennis interviews:

1“U.S. Women, Fighting for Equal Pay, Win Easily as
Fans Show Support”, The New York Times, April 6, 2016.
http://www.nytimes.com/2016/04/07/sports/soccer/uswnt-
colombia-friendly-equal-pay-complaint.html

2
http://covertheathlete.com/

1. What happened in that fifth set, the first three games?
2. After practice, can you put tennis a little bit behind you

and have dinner, shopping, have a little bit of fun?

To quantify gender discrepancies in questions, we propose
a statistical language-model-based approach to measure how
game-related questions are. In order to make such an ap-
proach effective, we restrict our attention in this study to a
single sport—tennis—so that mere variations in the lingo of
different sports do not introduce extra noise in our language
models. Tennis is also useful for our investigation because, as
Kian and Clavio [2011] noted, it “marks the only professional
sports where male and female athletes generally receive sim-
ilar amounts of overall broadcast media coverage during the
major tournaments.”

Using our methodology, we are able to quantify gender
bias with respect to how game-related interview questions
are. We also provide a more fine-grained analysis of how gen-
der differences in journalistic questioning are displayed under
various scenarios. To help with further analysis of interview
questions and answers, we introduce a dataset of tennis post-
match interview transcripts along with corresponding match
information.3

2 Related Work
In contrast with our work, prior investigations of bias in sport
journalism rely on manual coding or are based on simple
lists of manually defined keywords. These focus on bias
with respect to race, nationality, and gender [Rainville and
McCormick, 1977; Sabo et al., 1996; Eastman and Billings,
2001; Bruce, 2004; Billings, 2008; Kian and Clavio, 2011;
Ličen and Billings, 2013]; see Van Sterkenburg et al. [2010]
for a review.

Much of the work on gender bias in sports reporting
has focused on “air-time” [Eastman and Billings, 2000;
Higgs et al., 2003]. Other studies looked at stereotypical de-
scriptions and framing [Messner et al., 1993; Jones, 2004;
Angelini and Billings, 2010; Kian et al., 2009]. For surveys,
see Knight and Giuliano [2001] or Kaskan and Ho [2014],
inter alia. Several studies have focused on the particular case
of gender-correlated differences in tennis coverage [Hilliard,

3Dataset available at http://www.cs.cornell.edu/
˜

liye/

tennis.html
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1984; Vincent et al., 2007; Kian and Clavio, 2011]. We ex-
tend this line of work by proposing an automatic way to quan-
tify gender bias in sport journalism.

3 Dataset Description
We collect tennis press-conference transcripts from ASAP
Sport’s website (http://www.asapsports.com/),
whose tennis collection dates back to 1992 and is still
updated for current tournaments. For our study, we take post-
game interviews for tennis singles matches played between
Jan, 2000 to Oct 18, 2015. We also obtain easily-extractable
match information from a dataset provided by Tennis-Data,4
which covers the majority of the matches played on the
men’s side from 2000-2015 and on the women’s side from
2007-2015.

We match interview transcripts with game statistics by date
and player name, keeping only the question and answer pairs
from games where the statistics are successfully merged. This
gives us a dataset consisting of 6467 interview transcripts and
a total of 81906 question snippets5 posed to 167 female play-
ers and 191 male players.

To model tennis-game-specific language, we use live text
play-by-play commentaries collected from the website Sports
Mole (http://www.sportsmole.co.uk/). These tend
to be short, averaging around 40 words. Here is a sam-
ple, taken from the Federer-Murray match at the 2015 U.S.
Open:6

“The serve-and-volley is being used frequently by
Federer and it’s enabling him to take control behind
his own serve. Three game points are earned before
an ace down the middle seal [sic] the love hold.”

For our analysis, we create a gender-balanced set of com-
mentaries consisting of descriptions for 1981 games played
for each gender.

4 Method
As a preliminary step, we apply a word-level analysis to un-
derstand if there appear to be differences in word usage when
journalists interview male players compared to female play-
ers. We then introduce our method for quantifying the degree
to which a question is game-related, which we will use to ex-
plore gender differences.

4.1 Preliminary Analysis
To compare word usage in questions, we consider, for each
word w, the percentage of players who have ever been asked
a question containing w. We then consider words with the
greatest difference in percentage between male and female

4
http://www.tennis-data.co.uk/

5Each snippet represents one turn from one journalist. Most
question snippets contain at least one question, although some could
be merely clarifications or comments. Note that reporter information
(who asked which question) is not available in the transcript.

6
http://www.sportsmole.co.uk/tennis/wimbledon/live-

commentary/live-commentary-roger-federer-vs-andy-murray-

as-it-happened 232822.html

players.7 The top distinguishing words, which are listed be-
low in descending order of percentage difference, seem to
suggest that questions journalists pose to male players are
more game-related:

Male players: clay, challenger(s), tie, sets, practiced,
tiebreaker, maybe, see, impression, serve, history, vol-
ley, chance, height, support, shots, server(s), greatest,
way, tiebreaks, tiebreakers, era, lucky, luck;8

Female players: yet, new, nervous, improve, seed, friends,
nerves, mom, every, matter, become, meet, winning,
type, won, draw, found, champion, stop, fight, wind,
though, father, thing, love.

4.2 Game Language Model
To quantify how game-related a question is in a data-driven
fashion, we train a bigram language model using KenLM9

[Heafield et al., 2013] on the gender-balanced set of live-text
play-by-play commentaries introduced in Section 3.

For an individual question q, we measure its perplexity
PP (q) with respect to this game language model Pcommentary
as an indication of how game-related the question is: the
higher the perplexity value, the less game-related the ques-
tion. Perplexity, a standard measure of language-model fit
[Jelinek et al., 1977], is defined as follows for an N -word
sequence w1w2 . . . wN :

PP (w1w2...wN ) = N

s
1

Pcommentary(w1 · · ·wN )
.

Below are some sample questions of low-perplexity and high-
perplexity values:

Perplexity Sample Questions
Low What about your serve, Rafa?

The tiebreak, was that the key to the match?
High Who designed your clothes today?

Do you normally watch horror films to relax?

5 Experiments
In this section we use the game language model to quantify
gender-based bias in questions. We then compare the extent
to which this difference depends of various factors, such as
question type, game outcome, or player rank.

5.1 Main Result: Males vs. Females
We first compute perplexities for each individual question10

and then group the question instances according to the inter-

7Words that are gender-specific (like ‘her’) are manually dis-
carded.

8It is interesting, but beyond the scope of this paper, to speculate
on reasons why “luck” and “lucky” skew so strongly male.

9KenLM (https://kheafield.com/code/kenlm/) estimates lan-
guage models using modified Kneser-Ney smoothing without prun-
ing.

10We identify individual questions simply by looking for ‘?’.
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viewee’s gender class. Throughout we use the Mann-Whitney
U statistical significance test,11 unless otherwise noted.

Comparing perplexity values between the two groups, we
find that the mean perplexity of questions posed to male play-
ers is significantly smaller (p-value <0.001) than that of
questions posed to female players. This suggests that the
questions male athletes receive are more game-related.

However, the number of interviews each player participates
in varies greatly, with highly interviewed players answering
as many as thousands of questions while some lesser-known
players have fewer than 10 interview questions in the dataset.
Thus it is conceivable that the difference is simply explained
by questions asked to a few prolific players. To test whether
this is the case, or whether the observation is more general,
we micro-average the perplexities by player: for each of the
167 male players and 143 females who have at least 10 ques-
tions in our dataset, we consider the average perplexities of
the questions they receive. Comparing these micro-averages,
we find that it is still the case that questions posed to male
players are significantly closer to game language (p-value <
0.05), indicating that the observed gender difference is not
simply explained by a few highly interviewed players.

5.2 Relation to Other Factors
We further investigate how the level of gender bias is tied to
different factors: how typical the question is (section 5.2.1),
the ranking of the player (section 5.2.2), and whether the
player won or lost the match (section 5.2.3). For all the fol-
lowing experiments, we use per-question perplexity for com-
parisons: per-player perplexity is not used due to limited sam-
ple size.

5.2.1 Typical vs. Atypical Questions
One might wonder whether the perplexity disparities we see
in questions asked of female vs. male players are due to “off-
the-wall” queries, rather than to those that are more typical
in post-match interviews. We therefore use a data-driven ap-
proach to distinguish between typical and atypical questions.

For any given question, we consider how frequently its
words appear in post-match press conferences in general.
Specifically, we take the set of all questions as the set of doc-
uments, D. We compute the inverse document frequency for
each word (after stemming) that has appeared in our dataset,
excluding the set S consisting of stop words and a special
token for entity names.12 For a question q that contains the
set of unique words {w1, w2, ..., wN} /2 S, we compute its
atypicality score Sc(q) as:

Sc({w1, w2, ..., wN}) = 1

N

NX

i=1

idf(wi, D) .

We use the overall mean atypicality score of the entire
question dataset as the cutoff point: questions with scores

11We used this non-parametric significance test instead of the
t-test because it doesn’t assume the samples to be normally dis-
tributed.

12We replace capitalized words and phrases with “<NOUN>”;
for each word at the beginning of a sentence (which is always capi-
talized), we check whether it is a dictionary word.

above the overall mean are considered atypical and the rest
are considered typical.13 Below are some examples:

Category Sample Questions
Typical Have you played each other before?

How do you feel playing here?
Atypical What about your haircut?

Are you a vodka drinker?

Figure 1 shows that a gender bias with respect to whether
game-related language is used exists for both typical and
atypical questions. However, additional analysis reveals that
the difference in mean perplexity values between genders is
highly statistically significantly larger for atypical questions,
suggesting that gender bias is more salient among the more
unusual queries.

Figure 1: Mean perplexity values for male and female athletes
after grouping the questions by how typical they are. Stars
indicate high statistical significance (p < 0.001) between the
male and female case. The male-female difference for the
atypical group is statistically significantly larger than for the
typical group.

5.2.2 Player Ranking
Higher ranked players generally attract more media attention,
and therefore may be targeted differently by journalists. To
understand the effect of player ranking, we divide players into
two groups: top 10 players and the rest. For our analysis, we
use the ranking of the player at the time the interview was
conducted. (It is therefore possible that questions posed to
the same player but at different times could fall into different
ranking groups due to ranking fluctuations over time.) We
find that questions to male players are significantly closer to
game language regardless of player ranking (p-value < 0.001,
Figure 2).

Furthermore, if we focus only on players who have ranked
both in and outside the top 10 in our dataset, and pair the
questions asked to them when they were higher-ranked to
the questions asked when their ranking was lower, we find
that there is no significant difference between questions asked
to male athletes when they were in different ranking groups

13Questions consisting only of stop words and player or tourna-
ment names are still considered typical questions, even though they
do not have an atypicality score.
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Figure 2: Mean perplexity values for male and female ath-
letes after grouping the questions by the ranking of the player
to which they are addressed. Stars indicate high statistical
significance (p < 0.001) between the male and female case.

(Wilcoxon signed-rank p-value > 0.05). However, the differ-
ence is significant for females (Wilcoxon signed-rank p-value
< 0.01), suggesting that gender bias may be more salient for
lower ranked players as questions to lower-ranked female ath-
letes tend to be less game-related.

While one might expect that star players would receive
more off-court questions (yielding higher perplexities), the
perplexity values for questions posed to top 10 players are
actually lower regardless of gender. This may be because the
training data for our language model is more focused on spe-
cific points played in matches, and may not be representative
of tennis-related questions that are more general (e.g., longer-
term career goals, personal records, injuries). In other words,
our result suggests that journalists may attend more to the
specifics of the games of higher ranked players, posing more
specific questions about points played in the match during in-
terviews.

5.2.3 Winning vs. Losing
While it is reasonable to expect that whether the intervie-
wee won or lost would affect how game-related the questions
are, the difference in mean perplexity for males and females
conditioned on win/loss game outcome are comparable. In
addition, for both male players and female players, there is
no significant difference observed between the paired set of
questions asked in winning interviews and the losing ones
(Wilcoxon signed-rank p-value > 0.05), controlling for both
player and season.14 This suggests that that game result may
not be a factor affecting how game-related the interview ques-
tions are.

6 Concluding discussion
In this work we propose a language-model based approach to
quantify gender bias in the interview questions tennis players
receive. We find that questions to male athletes are generally

14We pair each question asked to a given player when winning
to one question posed to the same player in the same calendar year
when losing to construct the paired set of winning and losing ques-
tions for each gender.

more game-related. The difference is more salient among the
unusual questions in press conferences, and for lower-ranked
players.

However, this preliminary study has a number of limita-
tions. We have considered only a single sport. In addition,
our dataset does not contain any information about who asked
which question, which makes us unable to control for any id-
iosyncrasies of specific journalists. For example, it is con-
ceivable that the disparities we observe are explained by dif-
ferences in the journalists that are assigned to conduct the
respective interviews.

In this work, we limit our scope to bias in terms of game-
related language, not considering differences (or similarities)
that may exist in other dimensions. Further studies may use a
similar approach to quantify and explore differences in other
dimensions, by using language models specifically trained to
model other domains of interests, which may provide a more
comprehensive view of how questions differ when targeting
different groups.

Furthermore, our main focus is on questions asked dur-
ing press conferences; we have not looked at the players’
responses. The transcripts data, which we release publicly,
may provide opportunities for further studies.
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Abstract
A text might give rise to various projections: a
writer, a text and a reader projection. Given the
(proclaimed) factuality of a text, the overt or hid-
den attitudes between the various referents can be
inferred, as well as the writers opinion and - given
the reader’s preferences - his or her perception of
the whole. Moreover, some sentences might even
indicate controversial topics if viewed from a com-
mon sense perspective. We introduce an approach
based on Description Logics that integrates these
various perspectives into a joint model.

1 Introduction
Sentences might express a positive or negative relationship
between people, organizations, nations etc. For instance, in
the sentence ”EU supports Greece” a positive attitude of the
EU towards Greece is expressed. At the same time, a positive
effect that is meant to be true is asserted. That is, Greece ben-
efits from the situation described. If the reader has a positive
attitude towards the beneficiary (Greece), he might regard the
initiator (EU) as a benefactor and, thus, takes a positive atti-
tude towards him as well (he is a proponent of his). If he does
not like the beneficiary for some reasons, he might, as a con-
sequence, regard the seemingly benefactor as his opponent. If
the sentence is negated or embedded into a non-factive verb
like ”to pretend” (”EU pretends to support Greece”) neither
the positive relationship between the referents nor the positive
effect on Greece do hold any longer. Instead, the matrix verb
”to pretend” casts a negative effect on EU. If a positive effect
in such a sentence is casted on an entity that from a common
sense perspective is negative, then the actor of the described
situation might be regarded as a common sense disturber (e.g.
“The minister supports terrorism”).

This is the kind of reasoning we have in mind. We would
like to be able to answer the following questions: Given a
text, what is good or bad for the entities mentioned in the
text, what is good or bad of these entities, what are the at-
titudes of the entities towards each other and what follows
from the reader’s stance, i.e. his prior attitudes towards some
entities, for his attitudes towards the entities mentioned in the
sentence. The user of our system then could mine texts for
proponents and opponents of his, in the sense that entities

that do things (or like others that) he likes are proponents and
entities that act in the opposite way (or like others he dislikes)
are opponents. Also, controversial topics can be identified on
the basis of a common sense perspective.

In contrast to existing work, we stress the point that verb
signatures in the sense of [Karttunen, 2012] capturing (non-
)factuality information regarding complement clauses need to
be taken into account in order to properly draw such infer-
ences. We focus on complex sentences where a matrix verb
restricts its subclauses with respect to factuality depending on
its affirmative status (i.e. whether the matrix clause is asserted
or negated).

We have realized a joint model with Description Logics
(DL), namely OWL [Horrocks and Patel-Schneider, 2011]
and SWRL [Horrocks and Patel-Schneider, 2004]. The OWL
model is language-independent, however, the parser and the
lexicon resources are not. We rely on English examples, how-
ever our pipeline (and the empirical evaluation) is for Ger-
man.

2 Related Work
An early rule-based approach to sentiment inference is
[Neviarouskaya et al., 2009]. Each verb instantiation is de-
scribed from an internal and an external perspective. For ex-
ample, “to admire a mafia leader” is classified as affective
positive (the subject’s attitude towards the direct object) given
the internal perspective while it is (as a whole) negative ex-
ternally. Factuality and subclause embedding do not play any
role in their work. The same is true for [Reschke and Anand,
2011]. They capture the polarity of a verb frame instantia-
tion as a function of the polarity of the verb’s roles - we, in-
stead, do not know in advance, but intend to infer the (contex-
tual) polarity of the roles. Recently, [Deng and Wiebe, 2015]
have introduced an advanced conceptual framework for in-
ferring (sentiment) implicatures. Their work is most similar
to our approach. Various model versions exist, the most re-
cent one [Deng and Wiebe, 2015] also copes with event-level
sentiment inference, which brings it even closer to our model.
Probabilistic Soft Logic is used for the definition of the model
and for drawing inferences. The goal of the systems is to de-
tect pairs of entities that are in a PosPair or NegPair relation.
However, factuality is not taken into account in their frame-
work, while we believe it is crucial for certain inference steps.
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How Description Logics can be used to identify so-called
polarity clashes is described in [Klenner, 2015]. However,
attitudes and the factuality of situations are not part of that
model.

3 The Verb Model: Polarity Frames
The basis of our approach is a verb resource that we call po-
larity frames, cf. [Klenner and Amsler, 2016]. The current
lexicon comprises 330 German verbs which gives 690 polar-
ity frames. We are particularly interested in those verbs that
subcategorize for complement clauses (78 verbs), since espe-
cially they are crucial for reasoning.

For each argument (agent, patient etc.) of a polarity frame
we specify whether it casts a polar effect on its argument
filler, e.g. the patient of “to help” gets a positive effect. We
distinguish between effect roles that indicate that something
is good/bad of or for someone. The agent role is an of-role
- it is good of A to help B. The patient, but depending on the
verb also the theme or recipient roles are for-roles, it is good
for B if A helps him.

Take the verb ”to help”. There are at least two polarity
frames, the transitive use (A helps B) and the one with an
embedded (infinitival) subclause (A helps to XCOMP). In the
first frame, both argument fillers receive a positive effect (in
an affirmative, factual use of the verb). The agent is a positive
of-role, which we call the pos-of role (a sub role of of-role).
The patient is, accordingly, a pos-for role. Both roles are
generalizations of the traditional roles (agent, ..). They ease
the development of general inference rules and they have a
particular function in the reasoning process. We would like
to be able to state that something is good or bad of or for
someone.

In the second frame (help to XCOMP), the agent again is
the bearer of the pos-of role. But now it is the subclause that
receives a positive effect, i.e. it is good for the situation de-
noted by the subclause that it receives help. Thus, not only
entities but also situations are affected by the polarity a verb
casts on its arguments. In order to distinguish roles for situa-
tions from roles for entities, we call the role for positively and
negatively affected situations poseff and negeff, respectively.

3.1 Verb Signatures
Verbs that subcategorize for a clausal complement are further
specified for (non-)factuality of the clausal complement. Fac-
tuality means that the situation described in the subclause is
meant (by the writer) to be true (to hold). We follow the work
of [Karttunen, 2012], who distinguishes factive, non-factive
and implicative verbs. Factuality of the subclause depends
on the (matrix) verb signature and the presence or absence
of negation (in the matrix clause). Factive verbs such as ”to
regret” cast factuality on their subclause, whether the main
clause is negated or not. If A regrets that COMP, then COMP
is true in the sense that the speaker believes (or a least asserts)
COMP to be true. The same holds for A does NOT regret that
COMP. Sublcauses of non-factive verbs, on the other hand,
are never meant to be true (e.g. ”to pretend”, ”to hope”).

Then there are verbs called implicatives that cast a mixture
of factuality and non-factuality. Two-way implicatives like

”to forget to” have non-factual subclauses in an affirmative
use, but factual subclauses if negated. One-way implicatives
only give rise to factuality in either the affirmative (”to force”)
or negated matrix verb contexts (”to refuse”). Table 1 summa-
rizes the signatures, introduces the concept labels (e.g. clAF)
we use to represent it and gives example verbs.

concept explanation matrix verb
clF factual to regret
clAF factual, if affirmative to force
clNaNF non-factual, if non-affirmative to manage
clANF non-factual, if affirmative to forget
clNaF factual, if non-affirmative to forget
clNaO true or false, if non-affirmative to help

Table 1: (Non-)Factuality of Subclauses

In Table 2 we give the polarity frames of some verbs.

of for sc aff neg
1 to criticize none - neg clAF clNaF
2 to refuse none - neg clANF clNaO
5 to help pos pos -
7 to survive - pos -

Table 2: Polarity Frames

A hyphen indicates that the role is not part of the verb frame
in question, pos and neg stand for positive and negative ef-
fect, respectively and none states that although the argument
role exists, there is no (i.e. a neutral) effect attached to it (sc
means subclause effect). The last two columns relate to the
verb signatures as introduced in Table 1, the forelast column
reports the restriction if the matrix verb is aff(irmative) and
the last column if it is neg(ated). For example, the sublcause
of ”to refuse” (row 2) is non-factual if the refuse sentence is
affirmative (clANF), but its truth value is unspecified (clNaO)
if negated.

4 Description Logics Model
We strive to be able to combine different perspectives in a
joint model. Firstly, there is the question of who actually prof-
its (or has a disadvantage) from the described situation. We
call this the layer of effect projection. Then there is the re-
lational level that determines the attitudes of the participants
towards each other, this is called the attitude projection. Both
are derived from the input text, they represent, so to speak, the
way the text puts the world (the text perspective). There is
also the perspective of the reader, the reader projection and
the perspective of the author (not coped with in this paper).
Finally, we also deal with what we call the common sense
perspective. Here we focus on the detection of controversial
topics where a polarity conflict occurs given the sentence.

Inferences are based on the text perspective, i.e. the view of
the world that the author of the sentence intends to establish
with his text. From the text perspective the attitudes of the
author sometimes are evident, but in the kind of sentence that
we envisage, this is normally not the case. We focus on sen-
tences that report the view of the subject of the matrix clause
(”A criticizes that ..”).
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Effect Attitude Reader
beneficiary pro MyOpponent
benefactor contra MyProponent
victim cs disturber SympathyEntity
villain NonSympathyEntity

Table 3: Projections: Concepts and Properties

Description Logics seemed to be well suited for such in-
termingled inference tasks. One must not care about the con-
crete sequence the inferences are drawn and there is the no-
tion of global consistency that might help to identify and get
rid of unwanted side effects. It turned out to be convenient
to use SWRL rules [Horrocks and Patel-Schneider, 2004] in-
stead of pure OWL concepts [Horrocks and Patel-Schneider,
2011] to define the relational inference layer. Our system was
developed on the basis of the Protégé editor, HermiT [Glimm
et al., 2014] was used as a SWRL and OWL reasoner.

4.1 Overview: Concepts and Properties
Table 3 shows the concepts and properties of the various pro-
jection layers. We give a brief description of the overall
system in order to instantiate the OWL constructs from Ta-
ble 3. We use a dependency parse tree as input. A simple
rule-based component (see [Klenner and Amsler, 2016]) ex-
tracts the grammatical roles (subject etc.) of each verb from
the parse trees (thereby normalizing passive voice and mak-
ing implicit arguments explicit, i.e. given control or raising
verbs). The output of this component are the instantiated
verb frames, i.e. the filler objects of the grammatical roles
of the verbs given the sentence. Each grammatical role then
is mapped to a polar role (pos-of, neg-of etc.). If we know
the grammatical role of a referent then we know his polar
role, that is the core functionality of our polarity frames. The
next step is to produce the OWL representation of the sen-
tence (see section 4.3). For every verb its affirmative status
is given by the parse tree (this becomes also part of the OWL
representation). Whether the main clause is factual or not is
determined by a simple heuristics: if no modal verbs or mod-
ifiers are present, then the sentence is factual. Factuality of
subclauses are predicted by OWL definitions.

In a nutshell this is how the various layers from Table 3) in-
teract. Take “EU no longer supports Greece”. Here, “Greece”
is victim – it suffers from the situation. From the parse tree
we know that it is the direct object of “support”, from the
polarity lexicon we known that the direct object is a pos-for
role. Since the sentence negated, the pos-for gets inverted and
becomes a neg-for role. Now the OWL definition of a victim
is met (see section 4.4). This is an example of an effect pro-
jection. Furthermore since “EU” is responsible for a negative
effect on “Greece”, it must have a negative attitude towards
“Greece”, a contra relation if found (an attitude projection).
Finally, if “Greece” is a SympathyEntity of the reader (the
concept representing the reader’s prior attitudes), then “EU”
becomes an instance of MyOpponent of the reader. If the
sentence was “EU supports neoliberal greed”, then “EU” be-
comes a common sense disturber (cs disturber) since a polar-
ity conflict occurs. A positive effect on a negative denotation
(“neoliberal greed”) is found, which is from a common sense

perspective not desirable, it represents a conflict, thus.

4.2 Properties
OWL properties represent two-placed relations between con-
cepts, they have domain and range restrictions (we do not
specify the concrete restrictions here). We have a property
for-role with sub properties pos-for and neg-for and a prop-
erty of-role with pos-of, neg-of as sub properties. These
are roles for entities, for situations we use a general role cl-
role denoting a non-polar subclause (e.g. the verb ”to remem-
ber” (that) would have it) and negeff and poseff for positive
and negative effects, the matrix verb casts on its complement
clause. These roles also have inverse roles, indicated by an
preceding initial I (e.g. I-pos-of ). Table 4 summarizes these
properties. They are use to represent an input sentence, i.e.
the instantiated verb frames. We now turn to this part of
model. Please note that, in contrast, the properties of the at-
titude projection (cf. Table 3, second column) are subject to
SWRL inference rules (see section 5).

of-role the agent
(pos|neg)-of the filler gets a positive (negative) effect

for-role the patient,recipient, beneficiary or theme
(pos|neg)-for a positive (negative) for-role

cl-role the subclause
(pos|neg)eff subclause receives a positive (negative) effect

Table 4: Properties Representing Verb Argument Roles

4.3 A-Box Representation
We represent verb instantiations in a manner that is inspired
by Davidson’s approach [Davidson, 1967]. Our example sen-
tence, ”The minister has criticized that the EU has helped
Greece to survive” is represented by the assertions from Table
5 (the specifications are given in a slightly simplified Manch-
ester syntax, cf. [Horridge et al., 2006]).

criticize-1 : (aff AND clAF) help-1 : (aff AND clAF)
criticize-1 of-role minister-1 help-1 pos-of EU
criticize-1 negeff help-1 help-1 pos-for Greece
survive-1 : affirmative help-1 poseff survive-1
survive-1 pos-for Greece

Table 5: A-Box Representation

criticize-1 is a instance of both, the classes aff irmative and
clAF (and, not shown here, clNaF), it has e.g. the role
negeff with help-1 as its filler. The concepts aff irmative
and non-aff irmative are used to represent the affirmative or
negated use of a verb predicate in a sentence. The individuals
minister-1, EU and Greece are all instances of a general
concept called RealWorldEntity.

4.4 T-Box
As mentioned, we distinguish between the perspective of the
reader, MyView, and the perspective of the text, TextView,
see Fig.1. TextView tells us, what the author believes to be
true. One task of the reader as part of the understanding of
a text is to find out what the text entails (class Implication)
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about the described situation (class Situation). A situation is
either affirmative (class affirmative) or negated (class non-
affirmative), which is known given the sentence (thus, both
are primitive concepts).

Figure 1: T-Box

The factuality of an embedded situation depends on the
factuality class (e.g. clAF) of the embedding situation (class
Embedding Situation) given by the verb signature of the (em-
bedding) verb (see Table 1 for the subclasses of Embed-
ding Situation not shown in Fig.1). For instance, accord-
ing to Table 5 criticize-1 is an instance of clAF since the
verb ”to criticize” bears that signature: whatever affirma-
tive criticize embeds, it is factual1. Thus, all subclasses
of Embedding Situation are primitive concepts. Whether
an embedded situation is factual or non-factual (its Factual-
ity Status) depends on the factuality class of the embedding
verb and whether the embedding verb is affirmative or non-
affirmative: factual and non-factual are defined classes. The
definition of factual is (in Manchester syntax):

(I-cl-role some (clF or (affirmative and clAF) or (non-affirmative and
clNaF)))

I-cl-role is the inverse of cl-role.
A situation is factual if it is embedded (I-cl-role) into a

situation that is described by a factive verb (class clF from
Table 1), or is affirmative and has the signature clAF or is
non-affirmative and of type clNaF. Given this (together with
the definition of non-factual), we are able to determine the
factuality status of an embedded situation of any depth of em-
bedding.

We now turn to the concept Entity Status. We distinguish
four classes and call them programmatically benefactor, ben-
eficiary, victim and villain. We just give the definition of ben-
eficiary. The idea behind our definition is that the beneficiary
of a situation is somebody who benefits from it independently
of any attitude that somebody might have towards him. So if
A wins, A is the beneficiary, if A is liked by someone or not.
What must be the case is that A occupies the pos-for role of

1Clearly in: ”A criticizes that B intends to lie”, the intention is
factual, not the lying.

a situation that is factual (not just imagined) and affirmative.
Here is the definition of beneficiary:

(I-pos-for some (affirmative and factual))

5 SWRL Model: Attitude Projection
The main goal is to find out, whether A is for B, which we
model with the property pro; or whether A is against B, here
contra is used.

Firstly, a verb might directly reveal the relation be-
tween the participants within the same clause: if A sup-
ports B, then A is pro B. Provided, of course, the situa-
tion is factual. In our SWRL rules the following class ab-
breviations are used: fact=factual,aff=affirmative,neg=non-
affirmative,pfor=pos-for,nfor=neg-for.
r1 fact(?s),aff(?s),pfor(?s,?y),of_role(?s,?x)

-> pro(?x,?y)

The first rule (variables are indicated by a leading question
mark, e.g.?x) (r1) states: An actor ?x (the of-role) is pro ?y if
in a factual, affirmative sentence ?s, ?y is the filler of the pfor
role (e.g. ”A supports B” gives pro(A,B)).

If a sentence ?s embeds a sentence ?s2, then rules like the
following are in charge:
r5 aff(?s),fact(?s),aff(?s2),negeff(?s,?s2),

of_role(?s,?x),nfor(?s2,?y)
-> pro(?x, ?y)

r7 aff(?s),fact(?s),neg(?s2),negeff(?s,?s2),
of_role(?s,?x),nfor(?s2,?y)

-> contra(?x, ?y)

According to r5 an affirmative and factual clause ?s that
embeds an affirmative subclause ?s2 bearing a negative effect
( negeff ) gives rise to a pro relation between the of-role of
the matrix clause and the nfor role of the subclause. If A
criticizes (clAF) or fears (clANF) that B punishes C, then A
is pro C.

The agent-patient relation of rule r5 only holds if both,
the matrix ?s and the subclause ?s2 are affirmative. If ?s2 is
negated (cf. rule r7), then pro turns into contra (A criticizes
that B does not punish C gives contra(A,C)).

More complicated scenarios arise in the case of multiple
embeddings. We discuss this given the two example sen-
tences: 1) A criticizes that B refuses to help C and 2) A crit-
icizes that B not refuses to help C. The task here is to fix the
attitude of the subject of the matrix clause wrt. to any role
at any level of subclause embedding. According to Table 2,
both ”to criticize” and ”to refuse” put a negative effect on
their complement clauses. We could say then that A (the ma-
trix subject of example sentence 1) disapproves the negative
effect of refuse, and thus approves the help situation (all this
provided that the matrix situation is affirmative; the interme-
diate subclause must be affirmative as well; no information is
needed wrt. to the innermost subclause).
r8 aff(?s),fact(?s),aff(?s2),of_role(?s,?x),

negeff(?s,?s2),negeff(?s2,?s3)
-> approve(?x,?s3)

r9 aff(?s),fact(?s),neg(?s2),of_role(?s,?x),
negeff(?s,?s2),negeff(?s2,?s3)

-> disapprove(?x,?s3)
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r10 aff(?s),fact(?s),aff(?s2),of_role(?s,?x),
negeff(?s,?s2),poseff(?s2,?s3)
-> disapprove(?x,?s3)

That is: A negeff on a negeff gives (if ?s and ?s2 are affir-
mative) approve (see r8, sentence 1). If ?s2 is negated (?s is
affirmative), a negeff on a negeff gives disapprove (see r9,
sentence 2). The next rules describe how approve and disap-
prove propagate to pro or contra properties.
r11 approve(?x,?s),aff(?s),pfor(?s,?y)

-> pro(?x,?y)
r13 disapprove(?x,?s),aff(?s),pfor(?s,?y)

-> contra(?x,?y)

If someone approves an affirmative situation that is positive
(pos-for) for someone, then he is for this person (rule r11).
Sentence 1: A is pro C (rule r8 and r11). According to rule r9
and r13, A is contra C (sentence 2).

Finally, some rules are used to propagate contra and pro

to derived contra and pro properties. According to rule r15,
if A is against B and B is against C then A is for C.
r15 contra(?x, ?y),contra(?y,?z)-> pro(?x,?z)
r18 pro(?x,?z),contra(?y,?z) -> contra(?x,?y)

Take: ”A hopes that B does not offend C”. Here, A is for
C, but there is no inference regarding A’s attitude towards B.
However, if we know (e.g. from world knowledge) that B is
against C, i.e. contra(B,C), then we can derive that A (pre-
sumably) is against B (rule r18: pro(A,C),contra(B,C) thus
contra(A,B)).

6 Example
Take the following (hypothetical) sentence with the A-Box
representation given in Table 5: ”The minister has criticized
that the EU has helped Greece to survive”. The following
inferences take place.
Beneficiary(Greece) by OWL definition
pro(EU,Greece) by rule r1
contra(minister-1,EU) by rule r8
disapprove(minister-1,survive-1) by rule r10
contra(minister-1,Greece) by rule r13

If Greece is an instance of SympathyEntity, it follows (by
OWL definitions and the derived pro and contra) that
MyProponent(EU)
MyOpponent(minister-1)

7 Empirical Evaluation of the Core Model
We have implemented a prototype system for German: a
verb frame extractor and converter to A-Box representations.
There is no annotated German corpus available, so we created
a gold standard of 50 sentences from newspaper texts. A sen-
tence in order to get selected was required to have at least two
verbs from our lexicon and two named-entities as role fillers
of these verbs. From the first 1000 sentences we get from the
WaCky corpus [Baroni M., 2009], we randomly selected 50
and annotated them for pro, contra, beneficiary,victim. A f-
measure of 84.39% was achieved, the precision was 82.94%.
and the recall was 85.88%. A error analysis revealed that
parsing errors (subject mistaken as object etc.), missing po-
larity frames (especially prepositional phrases) and verb am-
biguity are the main causes for the errors.

8 Common Sense Conflicts
In the core model, every actor who has according to the at-
titude projection a positive attitude (a pro relation) towards
an instance of the reader’s NonSympathyEntity is an Oppo-
nent of the reader. The class NonSympathyEntity is meant
to capture those real-word entities the reader does not like
- particular political parties, politicians, etc. These are per-
sonal preferences. But what about entities whose polar value
is culture specific? We use the concepts CommonSensePosi-
tiveEntity and CommonSenseNegativeEntity in order to repre-
sent this kind of information. For instance, a terrorist would
belong to CommonSenseNegativeEntity while freedom is an
instance of CommonSensePositiveEntity. Such knowledge is
captured normally by a polarity lexicon. We could merge it
into (Non)SympathyEntity, but this would confuse personal
preferences with broader accepted shared preferences. We
keep it separate in order to design a common sense conflict
detector and to predict the class of common sense disturbers.

A common sense conflict is any situation, where an entity
benefits (or suffers) from a situation, but that entity is not
worth (does not deserves) it. For instance, if A support ter-
rorism or if A disapproves freedom, a common sense conflict
occurs. The actor of it is the common sense disturber. We be-
lieve that a system that is able to find such sentences could be
of great interest for text exploration purposes. Sentences with
common sense conflicts might indicate controversial topics,
pronounced stance or unusual opinions or at least something
that is not desirable from a common sense perspective.

Take these sentences (English translations) found by our
system: “Moscow’s half-baked attempt to solve the problem
only strengthens the radical tendencies” and “These authori-
tarian forms of dealing with homosexuality are definitely ac-
cepted by those conservatives”. According to our polarity
lexicon, the direct object of ”strengthen” (“radical tenden-
cies”) receives a positive effect. What makes it a common
sense conflict is the bottom-up polarity of “radical tenden-
cies” which is negative. Thus a positive effect (top-down)
on a negative entity (bottom-up) establishes a polarity con-
flict. The same is true for the second sentence where some-
thing negative (“authoritarian forms”) receives a positive ef-
fect (object of “accept”) which is a conflict. Articles that con-
tain such conflicts might contain controversial material, high-
lighting such sentences in a single article might help to focus
on the most interesting parts of it.

Currently, we have 8 SWRL rules that establish this in-
ference layer. The goal property is common sense disturber,
cs disturber. The first rule is:
c1 of_role(?s,?x),aff(?s),factual(?s),

pfor(?s, ?y),cs_neg(?y)
-> cs_disturber(?x)

If A acts in way that a positive effect (pfor) on B takes place,
but B is a CommonSenseNegativeEntity, cs neg for short, then
A is a common sense disturber, cs disturber (e.g. A supports
terrorism). However, the degree of negativity of the direct
object might play a role. If “The minister supports the rather
poor argument”, then this might be unwise, but does not touch
his common sense integrity. Our polarity lexicon ([Klenner
et al., 2014] is designed along the principles of the Appraisal
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Theory [Martin and White, 2005]. That is, we distinguish
between factually, emotionally or morally positive or negative
words. A conflict occurs only if the moral (e.g. crime) or
emotional (e.g. fear) dimension is violated, not the factual
(i.e. poor decision) one.

Also negated sentences are relevant (rule c2):
c2 of_role(?s,?x),neg(?s),factual(?s),

nfor(?s,?y),cs_neg(?y)
-> cs_disturber(?x)

If A acts in a way that a negative effect on a negative entity
does not occur, then A is a common sense disturber.

More complex cases arise if subclause embedding is in-
volved (rule c3):
c3 neff(?s,?s2),aff(?s),aff(?s2),

factual(s2),pof(s2,?y),of_role(?s,?x)
->cs_disturber(?x)

If a negative effect (neff ) on a subclause ?s2 is present and
the actor of ?s2 receives a positive effect (pof ), then A, the
actor of the matrix verb is a common sense disturber. So if A
criticizes that B has helped C to survive, then A is a common
sense disturber.

We have carried out a first empirical test on the basis of
the German newspaper treebank TüBa-D/Z [Telljohann et al.,
2009] comprising 95’500 sentences. Clearly, we cannot ex-
pect a huge number of such conflicts, our small lexicon, pars-
ing and verb frame extraction errors are part of the problem.
However, the system predicted 64 conflicts from which 31
were - after manual inspection - real conflicts (cf. the two
examples from above). So precision is about 50%. Every
second sentence proposed by the system does actually point
out some interesting charged constellation.

9 Summary
Our model strives to answer the following questions, given a
parsed text and the personal preferences of a single user: who
benefits (or suffers) from the situations described, what does
the text (implicitly) tells about the relationship of the actors
involved, which topics does an actor like or dislike and - given
all this - what does this implies for the user: who are propo-
nents or opponents of his or hers. Our system is also able to
predict situations that – from a common sense perspective –
bear controversial or charged content. This could be useful as
a new service in the area of media monitoring.
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Abstract

In this paper we address the problem of
the automatic classification of agreement
and disagreement in news blog conversa-
tions. We analyze bloggers, messages and
relations between messages. We show
that relational features (such as replying
to a message or to an article) and infor-
mation about bloggers (such as person-
ality, stances, mood and discourse struc-
ture priors) boost the performance in the
classification of agreement/disagreement
more than features extracted from mes-
sages, such as sentiment, style and gen-
eral discourse relation senses. We also
show that bloggers exhibit reply patterns
significantly correlated to the expression
of agreement or disagreement. Moreover,
we show that there are also discourse
structures correlated to agreement (ex-
pansion relations), and to disagreement
(contingency relations).

1 Introduction

Threaded discussions in on-line social media are
asynchronous multiparty conversations that concur
to the formation of opinions and shared knowledge
which influence decision makers. Bloggers who
participate in these conversations usually express
their opinions, defend their stances and gain or lose
consensus with their text messages. These conver-
sations contain many layers of information such as
sentiment [Strapparava and Mihalcea, 2008], humor
[Reyes et al., 2012], and Agreement/Disagreement

Figure 1: Example of agreement and disagreement.

Relations (henceforth ADRs) [Wang and Cardie,
2014] (see Figure 1 for an example). In this pa-
per we address the problem of extracting ADRs
from news blog conversations. There are two pos-
sible tasks: ADR detection (finding the messages
that contain personal positions) and ADR classifica-
tion (classifying messages as agreeing or disagree-
ing with previous messages). Here we address ADR
classification and experiment with message, blogger
and relational-level features and their combinations.

The paper is structured as follows: in Section 2
we provide an overview of previous work in the
field and a definition of ADRs, from Section 3 to
6, we describe the data set, the annotation, the ex-
perimental settings and discuss the results.

2 Related Work and Definitions

Previous work on ADRs in asynchronous conver-
sations can be divided into three areas: definition
of ADRs, collection and annotation of corpora and
prediction of ADRs’ polarity.

In [Bender et al., 2011] ADRs are considered
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as relationships among bloggers expressed at mes-
sage level with a post or turn text unit. They col-
lected the AAWD corpus of Wikipedia talk pages
and manually annotated with ADRs and authority
claims. The reported inter-annotator reliability is
k=0.5. In [Walker et al., 2012] ADRs are defined as
Quote-Response message pairs and triplets. These
pairs and triplets are linked by the structure of the
thread, where each message is a reply to its par-
ent and is about the same topic. They collected
the IAC corpus [Walker et al., 2012] of political de-
bates in English (about 2700 authors, 11k threads)
extracted from 4forums.com and annotated with
ADRs by means of Amazon Mechanical Turk, ob-
taining inter-annotator reliability of ↵=0.62. In [An-
dreas et al., 2012] ADRs are defined between pairs
of sentences within messages in a parent/child rela-
tion. In their definition, ADRs have a type (“agree”,
“disagree” or “none”) and a mode (“direct“ or “in-
direct”, “response” or “paraphrase”). They anno-
tated sentence pairs in a corpus of LiveJournal and
Wikipedia with 3 classes (“agree”, “disagree”, “not
applicable”). The reliability between two annota-
tors is k=0.73. In [Celli et al., 2014] ADRs are
defined as a function that maps pairs of bloggers’
messages to polarity values between 1 (“agree”) and
-1 (“disagree”). They collected a corpus of news
blogs conversations in Italian (CorEA corpus). The
reported inter-annotator reliability is k=0.58 on 3
classes (“agree”, “disagree”, “not applicable”) and
k=0.87 on 2 classes (“agree”, “disagree”).

In [Wang and Cardie, 2014], the authors ad-
dressed ADRs classification between text segments
corresponding to one or several sentences on the
IAC and AAWD corpora. The authors observed that
it is easier to classify agreement than disagreement
in the AAWD corpus, while the contrary is true in
the IAC corpus.

3 Dataset

The CorEA corpus [Celli et al., 2014] is used for the
experiments throughout the paper. As mentioned in
the previous section, the corpus is the collection of
news blogs in Italian and consists of asynchronous
conversations from 27 news articles on different
topics ranging from politics to gossip. The corpus
contains 2,887 messages (135K tokens). The aver-
age number of messages per conversation is 106.4.

The corpus has been labeled by two annotators
with three labels: “agreement”, “disagreement” and

“not applicable” (henceforth “NA”). Messages are
annotated with a “NA” label, if they satisfy one or
both of the following conditions: a) message is not

clear, if the annotator cannot find or commit to the
relation between parent and child messages (e.g. the
child message contains only URLs or is not referred
to its parent); b) message contains mixed agree-

ment, if in the child message there are conflicting or
ambiguous cues triggering agreement and disagree-
ment. This includes cases such as conflicting opin-
ions in the child message about one or more state-
ments in the parent message. If the message does
not fall under the cases specified above, the ADR
in the child message is evaluated with respect to the
parent as “agree” (1) or “disagree” (-1). The dis-
tribution of labels in the corpus is 31% agreement,
34% disagreement, and 35% NA.

4 Features

For the experiments on ADR classification, we ex-
ploit the features already present in the data and
enriched them with new features at the level of
messages, bloggers and parent-child relations (re-
lational features).

Message-level Features (107). Discourse Fea-
tures (8) are frequency counts and ratios (% from
total) of the four top-level relation senses from
Penn Discourse Treebank (PDTB) [Prasad et al.,
2008]: Comparison, Contingency, Expansion, and
Temporal. They are extracted for explicit dis-
course relations (signaled by connectives such as
but, however, when, etc.) using lexical context
classifier of [Riccardi et al., 2016]; and a connec-
tive sense classifier trained on Italian LUNA Cor-
pus [Dinarelli et al., 2009].Sentiment Polarity Fea-
tures (2) are text-length normalized sums of the
polarized words extracted using OpeNER lexicon
(http://www.opener-project.eu/), and their discreti-
sation into positive, neutral, and negative classes.
Stylometric Features (97) are basic text statistics
(4) such as word count, vocabulary size, average
word length; frequency-based features (2) such as
frequency of hapax legomena; measures of lexical
richness (16) based on word count, vocabulary size,
and word-frequency spectrum such as mean word
frequency, type-token ratio, entropy, Guiraud’s R,
Honore’s H, etc. [Tweedie and Baayen, 1998];
and word length ratios (30) for 1-30 character long
words. The feature set also includes character-based
ratios (45) for character classes (e.g. punctuation,
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white space, etc.) and individual characters (e.g.
‘!’, ‘a’, etc.). Additionally, we include the number
of message likes and replies (2).

Relational-level Features (4). These features are
generated using child and parent messages (or the
article as parent). They include word2vec [Mikolov
et al., 2013] cosine similarity between parent and
child messages, boolean feature to indicate whether
a parent is an article or another message, and two
boolean features for matches and mismatches be-
tween topics and sentiment polarities expressed in
two messages.

Blogger-level Features (22). Blogger-level fea-
tures are the personality types (5), self-assessed
blogger mood priors (5); the aggregation (sums and
averages) of the message-level discourse (8) fea-
tures; blogger’s stance (1), and blogger’s topic per
message ratio (1). Personality types are defined
by the Five Factor Model: extroversion, emotional
stability/neuroticism, agreeableness, conscientious-
ness, openness to experience. These features have
been automatically predicted exploiting linguistic
cues from the collection of all messages of single
bloggers. The accuracy of the prediction, evaluated
on an Italian Facebook dataset [Celli, 2013], is 65%.
Mood priors encoded in CorEA are: indignation,
disappointment, worry, amusement and satisfaction.
Stance is the sum of the polarity of messages of a
blogger.

5 Experiments and Results

As it was already stated, in this paper we address
the problem of classification of ADRs as pairs of
parent-child messages being in agreement or dis-
agreement relation. Thus, the problem is case as
a binary classification task; as opposed to the 3-way
classification including “NA” relations or a two-step
hierarchical ADR detection-classification task. For
the experiments, we have balanced the data and
partitioned it into training and testing as 66% and
33%. Since some blogger level features are aggre-
gations of message-level features, the data was split
by alphabetically sorting the messages by bloggers’
names. Support Vector Machine classifier with lin-
ear kernel from Weka is used as learning algorithm.

The results on ADR classification using message,
blogger-level and relational-level features and their
combinations are reported in Table 1. Similar to
the observation of [Wang and Cardie, 2014] for En-
glish on AAWD, we observe that classification per-

settings agree (F1) disagree (F1) both (acc)

majority baseline 0.500 0.500 0.500
bag of word baseline 0.550 0.624 0.590
message 0.555 0.554 0.550
blogger 0.634 0.568 0.601
relational 0.726 0.684 0.705

message+blogger 0.618 0.560 0.589
message+relational 0.711 0.675 0.693
blogger+relational 0.726 0.684 0.705

all 0.659 0.629 0.644

Table 1: Result of the classification of ADRs using
different combinations of message features, blogger fea-
tures and relational features. We use 66% training, 33%
test split a Support Vector Machine as classifier (Weka
SMOreg), F1 and accuracy (acc) as evaluation metrics.

Corr feat. type feature Class

0.418 relational article as parent A
0.265 blogger reply ratio D
0.205 blogger topic-message ratio A
0.183 blogger expansion A
0.147 message ratio of 2-char words D
0.146 blogger conscientiousness A
0.127 message ! marks ratio D
0.126 blogger contingency D
0.121 blogger extroversion D
0.106 blogger comparison D
0.105 message replies count D

Table 2: Ranking of the features highly correlated with
agreement (A) and disagreement (D) (Pearson’s correla-
tion with p� value < 0.001 ).

formance for agreement is higher than disagreement
for Italian as well. With respect to feature groups,
we observe that blogger and relational features out-
perform the bag of words baseline. The best per-
formance is obtained using relational feature only,
followed by the blogger-level features. In order to
evaluate the contributions of individual features, we
have performed correlation analysis. Table 2 re-
ports the ranking of the features highly correlated
with agreement and disagreement labels. We also
observe that bloggers who reply to the article tend
to agree with its content, and this can be seen as a
result of the quality of the information of the arti-
cle and the credibility of news. In debate corpora
(e.g. IAC) such a tendency is not observed. More-
over, bloggers that get more replies are the ones that
disagree the most with others, and this can be ex-
plained with the fact that disagreement generates a
debate. It is also interesting to note that extroversion
is correlated to disagreement and conscientiousness
to agreement. With respect to discourse structure,
we observe that contingency and comparison rela-
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tions tend to be used for expressing disagreement,
while expansion relations are mainly used to ex-
press agreement. Moreover, this is complemented
by the fact that bloggers in agreement with others
tend to address more topics in a single message.
Among the other observations, we notice that ex-
clamation marks and short words are strong cues for
disagreement.

6 Conclusion

In this paper we addressed the problem of classifi-
cation of message-pairs from online conversations
into agreement and disagreement relations. We
have demonstrated that blogger-level and relational-
level features outperform the message-level fea-
tures, such as sentiment polarity and style. Through
correlation analysis we have studied how agree-
ment and disagreement relations are expressed. We
have observed that there are discourse structures
underlying the expression of agreement and dis-
agreement relations in social media. The method-
ology presented in this paper is useful for the auto-
matic analysis of online social media conversations.
The future work includes the detection of agree-
ment/disagreement relations and their exploitation
for conversation summarisation.
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Abstract
We describe in this article a system for building
and visualizing thematic timelines automatically.
The input of the system is a set of keywords,
together with temporal user-specified boundaries.
The output is a timeline graph showing at the
same time the chronology and the importance of
the events concerning the query. This requires
natural language processing and information re-
trieval techniques, allied to a very specific tem-
poral smoothing and visualization approach. The
result can be edited so that the journalist always
has the final say on what is finally displayed to the
reader.

1 Introduction
Timelines are a natural way to describe series of related
events in a compact manner, and journalists use them a lot.
However, writing and maintaining such timelines, as well as
building a comprehensive visualization, requires a consider-
able amount of human effort.

For this reason, automatic timeline summarization (TS)
has known a wide interest in the last past years. TS is gen-
erally seen as a special case of multi-document summariza-
tion. For that matter, multi-document summarization sys-
tems have been used to generate timelines, and focus on the
selection of the most representative sentences in an already
time-stamped corpus [Yan et al., 2011; Chieu and Lee, 2004;
Tran et al., 2015b]. Some previous work have focused on
extracting salient dates before selecting the description of
events corresponding to these dates [Tran et al., 2013; 2015a;
Kessler et al., 2012; Nguyen et al., 2014].

The final output of these systems is generally made of the
k top ranked events, presented in chronological order. The
visualization can then be obtained with traditional librairies
such as TimelineJS, SIMILE, TimeGlider, vis.js (see Fig-
ure 1). The information concerning the rank and the weight
of the events is only used for selecting the top k, and is then
lost.

We argue that readable timelines (or chronologies) should
present first an overview with the most important events, but
also let the reader discover intermediate events at will. A
timeline must certainly be followed along a temporal axis,

but a feedback of the importance of the events should also be
displayed.

In this paper, we follow [Nguyen et al., 2014] and describe
a system taking a set of keywords as an input, producing an
output that is not a constrained summary or list of events, but
a weighted list of dates, together with a description of the
event that occurred at each date. We first focus on how the ar-
ticles are processed in order to rank the dates, and especially
on how the events are time-stamped. We show that consider-
ing only the article publication date does lead to shifted peaks,
and then to irrelevant timelines. For this reason, we use a
temporal normalization of texts to adjust the peaks. Then, we
choose the best article headline related to the date and topic,
as an event description.

Finally, we present a visualization tool specially dedicated
to this system, where all the extracted events in the considered
time span can be shown, and where the importance of the
events is symbolized by a time-series graph filtered through
event-specific smoothing functionalities.

The system is demonstrated on French data.

2 System
The first step of our approach can be seen as a task of “date
extraction”. Our system extracts a maximum of temporal
information and uses only this information to detect salient
dates for the construction of event timelines. Then, textual
content is used for selecting the description of each event. Fi-
nally, an original data visualization is proposed.

2.1 Event Extraction
Figure 2 shows the general architecture of the system:

¨ The system Heideltime [Strötgen and Gertz, 2013;
Moriceau and Tannier, 2014] is used to normalize tem-
poral expressions in the texts. Absolute (e.g. “Jan-
uary 6, 2016”) and relative dates (e.g. “on Friday”) are
turned into a YYYY-MM-DD common format (see exam-
ples in Figure 3). This allows us to link event to specific
dates, instead of relying on the document creation time.

≠ The corpus is indexed by the Solr search engine1, where
one document per sentence is created, considering only
sentences containing a normalized date. Each sentence

1
http://lucene.apache.org/solr/
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Figure 1: An existing, manually produced timeline on the French presidential race (TimelineJS).

Figure 2: System overview.

is indexed together with the dates and the title of its ar-
ticle, using stemming.

Æ At query time, documents are retrieved from the index,
without any number limit.

Ø Dates are extracted from the documents and weighted
according to the number of occurrences of the date in
the retrieved documents. Thus we obtain a plot where
each peak corresponds to an “important” date. This is
why considering dates inside the text instead of the doc-
ument creation time is important: using document cre-
ation time gives us a measure of the mediatic response
to events, making the peaks match with the days after
the events. Retiming the events w.r.t. the dates specified
in the text allows to reposition the peaks in front of the
actual date of the events (see an illustration at Figure 4).

∞ We then need to associate a textual description to each
event. This is done by collecting the more important
words for each date with a classical tf.idf:

tf.idf(w, d) = tf(w, d) log
N

df(w)

where tf(w, d) is the frequency of word w in all sen-
tences containing the date d, df(w) is the frequency of

At least 129 people died after a series of violent incidents
around Paris, France, on Friday 13 November 2015.
The attacks in Paris on the night of Friday 13 November left
130 people dead and hundreds wounded.
At least 128 people were killed in shootings and explosions
in Paris late Friday

Attacks such as the one in Paris three days ago cannot oblit-
erate our desire to understand

Figure 3: Examples of sentences refering to November 13
events with absolute or relative dates. The normalized is
“2015-11-13” for all the sentences.

word w in the entire corpus, and N is the total num-
ber of documents in the corpus. For each date d, the
20 words having the highest weight are used to query
the Solr index again and to select the top article pub-
lished at this date d. The description of the day event is
then the headline and a picture (if any) of this article.

± Visualization is described at next Section.

2.2 Visualization Tool
Figure 5 shows an example of graph produced by the sys-
tem. On top, the most relevant events are presented (headline
and picture from the selected article for the specific day). At
bottom, the graph is displayed along the same temporal axis.
The graph represents the weights of each day as calculated
at step Ø. However, like all measures representing a human
activity, these weights lead to a very noisy graph. We provide
then a smoothing function to make the graph more readable
to the user. A traditional Gaussian blur can be added and con-
troled to obtain a smoother curve, but it also shifts the maxima
to the right. Therefore, it would lose the temporal signature
of the burst and decoy model (Descending Triangle Rever-
sal [Hochheiser and Shneiderman, 2001]). In consequence,
we added another smoothing functionality based on Bilateral
Filtering [Paris and Durand, 2008] to preserve the disconti-
nuity at event burst. However it does not match our burst
and decoy model since days just before a burst are raised by
the following days if decoy happens into the kernel size. We
refined then the Bilateral Filtering by accounting only past
events in the smoothing function. This function is then:
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Figure 5: Visualization for the query “attentats” (“attacks”) in 2015.

Figure 4: Raw graphs on query “attacks” in November and
Decembre 2015, with time weights given by the document
creation time (left) or by the temporal normalization (right).
November 13 is represented by the red vertical line.
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where w(d) is the initial weight as described in previous
section, d is the considered day, ⇢ an integer parameter and
� a real parameter. ⇢ and � represent the extension of the
neighborhood (⇢2 is the variance of the Gaussian function)
and can be modified by the user through sliders, for more or
less smoothing. Default values are ⇢ = 2 and � = 0.1. It
produces the nicely readable graph of Figure 5 instead of the
ones circled in the same Figure.

Even if a smoothing is necessary, we still aim at obtaining
strong and sharp peaks when important events occur. Instead
of using a pure burst model as in Kleinberg [2002] or Zhu
and Shasha [2003], which have already been applied to media
content [Xie et al., 2013; Takahashi et al., 2012], we prefer
using our refined Bilateral Filtering with a decreasing thresh-
old detection. We use the double gaussian Kernels of the
Bilateral Filtering as the aggregate function F of the Shasha
Model [Zhu and Shasha, 2003]. The article at highest burst
is selected then removed from the time serie. This process is
repeated until the timeline is filled with the targeted number
of selected events.

Selected articles are displayed with both an image and the
title of the article underneath. The system crops the image to
a flag shape to highlight the temporal nature of events. The
flag shape is attached to the graph with a line from the tri-
angle. When two events happen very close to each other the
flags can float on different sides of their pole (first event is dis-
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played on the left to avoid overlapping). When more than two
events occur very close we chose to display them arbitrarily
on different tracks. As we process selected events from high-
est to lowest ranked, most important events are displayed on
the top track and least important ones appear underneath. The
smaller, not selected peaks display vertically the titles of the
selected articles for these days.

The users of the system (i.e. journalists) can zoom on both
axes by using the range sliders at bottom and at left of the
combined graph. A temporal legend always display time ticks
at bottom of the graph. The users can interactively rearrange
events since the layout mechanism can fail to optimize screen
real estate. Users can flip the flags on both side, change track
(up or down) of an event and switch between two sizes (big
or small). Furthermore, users can downgrade an event (and
make it a smaller peak) or upgrade a smaller peak by double
clicking on an vertical title above the graph. This makes the
result fully editable, so that the journalist has the final say on
what is displayed.

3 Discussion
3.1 Limits
The first important limit of the system is that its event gran-
ularity is fixed. This leads to two main issues: 1/ The tool is
not able to detect more than one event per day. 2/ A macro-
event that would last more than one day (e.g. a conference)
could not be extracted nor vizualized.

Workarounds have been considered [Nguyen et al., 2014]
but tend to reduce the overall accuracy of the system. Our
further work will focus on this issue.

The definition of an event “importance” is also open to
question. In this paper we considered to the importance de-
pends only on repetition. Other factors have been studied
and applied with learning-to-rank approaches [Kessler et al.,
2012], and should be integrated into this system.

Finally, the process requires a large number of search en-
gine queries, which makes it time-consuming. A first query
returns a potentially high number of documents; then, one
query per day in the time span is run to select the best article.
Even if they can easily be parallelized, all these queries make
the entire process quite heavy2.

3.2 Adaptation to Other Languages
This study has been achieved on a French dataset. Only two
steps are language-dependent and need little adaption to an-
other language:

• Tokenization and stemming (widely available in many
languages)

• Temporal normalization. Heideltime is available in
13 languages at the time of writing, and other tools may
be existing for other languages.

The next step that is now being conducted consists in an
evaluation with our journalist partners, and considers both the
accuracy of the timeline and the ergonomics.

2Within a single thread on a simple server, about one minute for
a one-year query on a popular subject as “attacks”.
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Abstract
We develop a system that aims at generating stories
or, rather, potential story paths, based on the seman-
tic analysis of multiple source documents (includ-
ing news articles) using template-filling. The final
system will be realised by additional methods, also
taking specific domains and topics into account.
For the processing we use NLP methods such as
named entity recognition, we also use a triple store
and classic document indexing modules. The anal-
ysis information is filtered, rearranged and recom-
bined to fit the respective template. The system’s
use case is to support knowledge workers (journal-
ists, editors, curators etc.) in their tasks of pro-
cessing large amounts of (incoming) documents, to
identify important entities, relationships between
entities and to suggest individual story paths be-
tween entities, eventually to come up with more ef-
ficient processes for content curation.

1 Introduction and Context
Journalists have to cope with huge amounts of incoming in-
formation that need to be scanned, skimmed, contextualised,
evaluated and, eventually, further processed into a new piece
of news, blog post, or longer article. The demand for tool sup-
port is extremely high. Many journalists and online creators
are under a lot of pressure as they are expected to produce as
many pieces as possible in less and less time.

However, it is not only journalists who have a growing de-
mand for semantic tools to help them with data processing (in
terms of efficiency, breadth, depth, scope etc.), ascertaining
what is important and relevant, maybe even genuinely new,
surprising and eye-opening. In addition to journalists who
work for traditional or online news outlets (incl. blogs, news-
papers, radio and tv stations etc.), there are many other job
profiles that have to cope with a rather high volume of incom-
ing news or, on a more general level, content that need to be
processed in a rather short amount of time in order to produce
something new – let us call this group “knowledge workers”.
These can be, among others, authors and creatives who work
in an agency specialised on building information portals: the
client provides a smaller or larger amount of data, informa-
tion, documents, and pictures that now needs to be processed

into an interactive website. Second example: creatives who
work in an agency that specialises on conceptualising and
producing museum exhibitions and showrooms. On a regu-
lar basis, these teams face the challenge of becoming experts
on a completely new topic basically overnight, when they are
confronted with a huge pile of highly domain-specific infor-
mation that needs to be transformed into an exhibition (or into
a convincing pitch to actually get the contract for the produc-
tion of the new exhibition).

The common ground of the different tasks and challenges
described above is the curation of digital content. In our
project Digital Curation Technologies1 we collaborate with
four SME companies that cover the different use cases and
sectors mentioned above, including journalism [Rehm and
Sasaki, 2016]. The goal of our project is to design and to build
language and knowledge technologies that support the knowl-
edge workers and that help them to become more efficient by
delegating routine tasks to the machine with a focus on use-
case specific text documents (we currently work on data sets
provided by our four SME partners) so that the knowledge
workers can concentrate on their core tasks, i. e., producing a
story or document that is based on a specific genre or text type
(a news piece, an exhibit, a tv news report etc.) and that relies
on facts and figures contained in a heterogeneous collection
of content.

Among the tools that we develop and integrate into our
emerging Platform for Digital Curation Technologies are se-
mantic story telling, named-entity recognition, entity linking,
temporal analysis, machine translation, summarisation, clas-
sification and clustering [Bourgonje et al., 2016]. We cur-
rently focus upon providing RESTful APIs to our SME part-
ners that provide basic functionalities that can already now
be integrated into their own in-house systems. In addition,
we work on the more complex, longer-term idea of designing
and implementing a system for Semantic Story Telling. This
system will eventually be able to take a large amount of doc-
uments, extract entities and relations between entities, also
extract temporal information and relationships, automatically
produce a hypertext view of the document cluster in order to
enable knowledge workers quickly and efficiently to famil-
iarise themselves with the document collection (i. e., with a
new domain or a new topic). We also experiment with the

1DKT, see http://www.digitale-kuratierung.de for more details.
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idea of automatically generating story paths through this hy-
pertext cluster that can then be used as the foundation of a
new piece of content. In a later stage of the project we plan
to augment our technologies with state of the art big data sys-
tems in order to be able to process high volumes of news data
in motion.

The paper is structured as follows: Section 2 discusses re-
lated work. Section 3 presents the current architecture of our
system. An initial evaluation is described in Section 4. Sec-
tion 5 concludes the article.

2 Related Work
Our Semantic Story Telling approach is rooted in and influ-
enced by several different approaches in the area of text un-
derstanding and generation. [Rumelhart, 1975] was among
the first to break down texts of specific types into smaller
components by introducing the notion of story grammars that
provide established conventions with regard to structure, con-
tents and expectations. Multiple authors developed these con-
cepts further, see, for example, [Orlikowski and Yates, 1994],
who define a genre as “a distinctive type of communicative
action, characterised by a socially recognised communicative
purpose and common aspects of form. The communicative
purpose of a genre is not rooted in a single individuals mo-
tive for communicating, but in a purpose that is constructed,
recognised, and reinforced within a community”. [Mann and
Thompson, 1988] introduced Rhetorical Structure Theory as
a means of describing and specifying the rhetorical relation-
ships between parts of a text. [Rehm, 2002] combined several
of these approaches into a system for the automatic identi-
fication of different web genres. [Rehm, 2005] provides a
comprehensive overview of the literature.

In our current, early prototype implementation we com-
bine several different NLP and IR methods with the goal of
providing curation technologies to knowledge workers in dif-
ferent sectors. While many approaches, for example, in the
context of museums or libraries, focus upon digital museums
(i. e., form and presentation) [Y.-C. Li, 2012] or digital li-
braries [Meghini and Bartalesi, 2014], we focus upon sup-
porting the actual internal procedures and processes that are
used for preparing a real or digital museum (through seman-
tic analysis of the content to be curated, automatically creat-
ing metadata etc.). We concentrate on the discoverability of
curated content and establishing semantic relations between
concepts (i. e., entities or relations) to improve understanding
of the subject of research. We also include external ontolo-
gies and linked data sources. The system described by [Lewis
et al., 2014] is similar to our approach but it is targeted at the
localisation industry and uses different data models.

3 System Overview
The current Digital Semantic Storytelling System (DS3) pro-
totype involves several components and two main process-
ing phases (see Figure 1). The user manually selects a story
template (Section 3.1) that is then processed and filled (Sec-
tion 3.2). This process is based on a semantic layer [Bour-
gonje et al., 2016] that is constructed on top of the respective
document collection (Section 3.3).

Figure 1: The architecture of the DS3 prototype

3.1 Template Definition and Selection
The process starts with the user selecting the template that
applies to and best fits the particular topic and domain of the
document collection. The prototype currently contains two
templates. Templates are defined in a Template Pattern File
(TPT). A TPT file contains the title of the template followed
by information about its structure and content (the individual
fields of the template). A field definition consists of several
columns, the number of columns depends on the type of the
field (defined in the second column). A missing value in a col-
umn is represented by a single question mark. We currently
define the following columns:

1. Name: the name of this field
2. Type: the type of the field; currently there are two possi-

ble field types: single (an entity with an associated URL)
and triple (used for storing relations)

3. Required: boolean (field required: yes/no)
4. Subject: required if field type is triple
5. Predicate: required if field type is triple
6. Object: required if field type is triple
For the full system we need to significantly extend not

only the conceptual specification of templates but also the
currently implemented set of templates. For now we have
included two templates (Biography and News). In the follow-
ing, we focus upon the News template.

• Biography: maincharacter, dateofbirth, placeofbirth,
dateofdeath, placeofdeath, placeofresidence, relation-
ship (maincharacter field is single type, the other fields
are of type triple).

• News: mainfact, locations, persons, organisations,
times/dates (mainfact field is single type, the other fields
are of type triple).

3.2 Template Filling
The template defines – in the current prototype still in a rather
loose sense – the structure of a story. In the Template Filling
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phase, analysis information provided by the Semantic Layer
(see Figure 1) is used to fill the template. In DS3 we use
the Sesame framework for semantic storage. The Seman-
tic Layer contains information that originates in external on-
tologies (DBPedia, German National Library, verb ontologies
etc.) as well as several NLP methods.

3.3 Semantic Layer Construction
The semantic analysis consists of a pipeline that combines
named entity recognition (NER), entity linking, temporal
analysis and simple relation extraction. The modules in the
pipeline are connected through the NLP Interchange Format
(NIF) [Sasaki et al., 2015]. Each analysis takes either plain
text or NIF as input and outputs NIF, in which the additional
semantic information is stored as annotations.

Our NER module is based on OpenNLP. The approach
combines models (if training data is available) and dictionar-
ies (if domain-specific data such as compiled word lists or
gazetteers, provided by our SME partners, is available). For
every recognised entity we attempt to retrieve a URI in ei-
ther a domain-specific ontology or DBPedia. If we success-
fully retrieve a URI, we proceed to use type-specific SPARQL
queries to retrieve additional information (e. g., latitude and
longitude points for locations, date of birth and death for per-
sons).

The Temporal Analysis module is based on a regular ex-
pression grammar. Recognised expressions are resolved to a
fully-specified format. For underspecified dates, an anchor
date is used for normalisation. This is either the creation
date of the document (if available) or another, previously nor-
malised temporal expression. The final annotation is always
a range, allowing the inclusion of more specific dates in less
specific dates (i. e., we can recognise that, e. g., “13-04-2015”
is part of “April of 2015”). The module is rule-based and cur-
rently works for English and German.

Explicitly encoded or annotated relations are an impor-
tant prerequisite for attempting to generate story paths over
a set of concepts or entities. In terms of relation extraction
we currently experiment with the Stanford CoreNLP depen-
dency parser [Manning et al., 2014]. Our current approach is
to extract subject-relation-object triples for which the gov-
erning node is a verb. The dependency that has a subject
type relation is taken as the subject and the dependency hav-
ing an object type relation is taken as the object. We subse-
quently filter for triples for which the subject and the object
are named entities for which a URI has been retrieved. These
are stored in an internal ontology. This results in a collec-
tion of relation triples that we can use to fill templates. Fig-
ure 2 shows an example dependency graph for the sentence
“Monteux was born in Paris” and the corresponding NIF an-
notation; by using token indices we can combine the two
to arrive at the triple [http://d-nb.info/gnd/122700198, born,
http://www.geonames.org/2988507], which can fill the birth
place slot in a biography template. A drawback of this ap-
proach we found is that the number of relations that were
extracted are relatively limited. This is due to the require-
ment that both the subject and the object of the triple must be
governed by the same verb node, and the filtering step, where
we keep only those relation triples for which both the sub-

ject and the object was and could be recognized as an entity
and also resolved to a URI. We want to ensure connectability
with external ontologies, thus keep the filtering in place (e. g.,
a relation triple like [Mary, met, John] where we have no fur-
ther information regarding Mary or John in the form of a URI
in an ontology is currently only of limited use for our appli-
cation). To increase the number of useful relations in future
versions of our relation extraction component, we are experi-
menting with finding the lowest governing node that is a verb
that connects the subject and object nodes in the graph. This
verb will then be taken as the type of relation. In addition, we
will look into other, dedicated and more sophisticated tools
and approaches for relation extraction. Furthermore, not only
do we have to identify relations between entities or concepts
and their specific features or individual characteristics, but
also relations with regard to, among others, coreference of
entities, relations between different parts of a document, re-
lations between the same instances of concepts mentioned in
multiple documents, to name just a few.

The semantic annotations mentioned above constitute the
semantic layer on top of the document collection that is being
processed when filling a template.

<h t t p : / / d k t . d f k i . de / documents / # c h a r =0 ,25>
a n i f : R F C 5 1 4 7 S t r i n g , n i f : S t r i n g , n i f : C o n t e x t ;
n i f : b e g i n I n d e x ” 0 ” ˆ ˆ x s d : n o n N e g a t i v e I n t e g e r ;
n i f : e n d I n d e x ” 25 ” ˆ ˆ x s d : n o n N e g a t i v e I n t e g e r ;
n i f : i s S t r i n g ” Monteux was born i n P a r i s ” ˆ ˆ x s d : s t r i n g .

<h t t p : / / d k t . d f k i . de / documents / # c h a r =20 ,25>
a n i f : R F C 5 1 4 7 S t r i n g , n i f : S t r i n g ;
n i f : a n c h o r O f ” P a r i s ” ˆ ˆ x s d : s t r i n g ;
n i f : b e g i n I n d e x ” 20 ” ˆ ˆ x s d : n o n N e g a t i v e I n t e g e r ;
n i f : e n d I n d e x ” 25 ” ˆ ˆ x s d : n o n N e g a t i v e I n t e g e r ;
n i f : e n t i t y <h t t p : / / d k t . d f k i . de / o n t o l o g i e s / n i f #LOC> ;
n i f : r e f e r e n c e C o n t e x t <h t t p : / / d k t . d f k i . de / documents / # c h a r =0 ,25> ;
i t s r d f : t a I d e n t R e f <h t t p : / /www. geonames . o rg /2988507> .

<h t t p : / / d k t . d f k i . de / documents / # c h a r =0 ,7>
a n i f : R F C 5 1 4 7 S t r i n g , n i f : S t r i n g ;
n i f : a n c h o r O f ” Monteux ” ˆ ˆ x s d : s t r i n g ;
n i f : b e g i n I n d e x ” 0 ” ˆ ˆ x s d : n o n N e g a t i v e I n t e g e r ;
n i f : e n d I n d e x ” 7 ” ˆ ˆ x s d : n o n N e g a t i v e I n t e g e r ;
n i f : e n t i t y <h t t p : / / d k t . d f k i . de / o n t o l o g i e s / n i f #PER> ;
n i f : r e f e r e n c e C o n t e x t <h t t p : / / d k t . d f k i . de / documents / # c h a r =0 ,25> ;
i t s r d f : t a I d e n t R e f <h t t p : / / d�nb . i n f o / gnd /122700198> .

Figure 2: Dependency graph for “Monteux was born in Paris”
and the corresponding NIF document

An initial proof-of-concept of the DS3 semantic informa-
tion retrieval module is available online.2 Figure 3 shows the
filled in News story template that was generated for the user-
selected initial concept “Erich Mendelsohn”. The system pro-
vides concepts related to the initial concept. For each related
entity, subtrees are built. Our goal with this approach and sys-
tem is, ultimately, to provide a tool that knowledge workers
can use not only to explore a semantic space in an interac-
tive way but to get support for the identification of interesting

2http://dev.digitale-kuratierung.de/ds3/
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story paths in a potentially huge concept space that the knowl-
edge worker is not familiar with. We will also include a feed-
back mechanism so that the user can up-vote or down-vote
extracted entities and relations. Once the semantic concept
space, interactively adjusted and partially ranked by the user,
is complete, the selected story path can be exported into the
desired format for further processing. This functionality will
be implemented in collaboration with our SME partners and
tailored to their respective in-house systems.

Figure 3: Filled in News story template relating to the root
concept “Erich Mendelsohn”

4 Use Case and Experiments
The development of the DS3 system is work in progress. In
the following we describe an experiment that relates to a typ-
ical future use case of the system. Since a key requirement
of the whole Digital Curation Technologies project is adapt-
ability to new and specialised domains, we made several ex-
periments with the Mendelsohn Letters, a large set of letters
written by Erich Mendelsohn, a well-known German archi-
tect.3 With the current DS3 prototype, we can extract re-
quired information and fill templates by using DBPedia in
combination with template-specific SPARQL queries. How-
ever, for smaller and more specialised domains such a (com-
plete) ontology may not be available. For the Mendelsohn
experiments we adapted our NER module to this domain and
created semantic annotations for a random sample of 1,000
letters. We extracted the relation triples and evaluated if they
are suitable for filling the selected templates. Given our cur-
rently still limited set of templates, the amount of informa-
tion obtained was also limited. We were able to extract sev-
eral relations from the data set, but only some were useful
for filling slots in the templates due to the limited recall of
the dependency-based relation extraction (see Section 3.3).
In an attempt to extract additional relation candidates, we as-
sumed entities to be related if they appear near each other.
Of the window sizes we tried (within 5, 10 and 20 words
of each other), we found that a size of 20 gave the best re-
sults. This is also what we used to generate the tree shown in
Figure 3, where any entities that appear more than ten times

3http://ema.smb.museum/en/home/

together in the same window are shown. This rather coarse-
grained approach of finding potentially related entities serves
as an alternative, only to demonstrate what our current out-
put looks like. Not in the least place because this proximity
approach would only establish the subject and object of the
relation triples we use and not the relation type itself, which
is taken from the verb through the dependency parsing ap-
proach. Finding more informative relation triples using more
general and more robust relation extraction approaches with
a bigger coverage will be an important next step. Because
the individual components we use in the platform (except for
the temporal analyser) are typical off-the-shelf implementa-
tions with limited modifications, we do not provide F scores
for these components. Instead, the focus is on combining ex-
isting technologies within a larger platform for Digital Cura-
tion Technologies, especially with regard to Semantic Story
Telling. As a next step we will do an evaluation in which
we will ask a group of knowledge workers to compare their
workflow with and without using our tools. A key principle
of the project is that the human expert is always in the loop.
This means that the performance of individual components is
secondary to the efficiency and usability of the services and
platform as a whole and evaluation should be user-oriented.

5 Summary and Future Work
We are developing a system that will support knowledge
workers in the complex and time-consuming task of handling,
evaluating, processing, sorting and processing of document
collections – either data in motion coming in, among others,
from online news wires, or highly specialised, self-contained
document collections. The primary goal of the system is to
enable journalists, editors, authors, i. e., curators of digital
content to identify interesting story lines as efficiently as pos-
sible. The current prototype is able to fill manually selected
story templates based on semantically processing a document
collection through, for example, named entity recognition and
relation extraction. Future work includes the implementation
of additional semantic analysis modules (e. g., entity recog-
nition with higher recall through classic IR methods such as
TF/IDF, additional as well as template-specific relation ex-
traction methods, exploiting ontologies to make better use of
identified relations), more detailed template descriptions, ad-
ditional templates and crosslingual capabilities through ma-
chine translation. Within the context of the project Digi-
tal Curation Technologies we plan to test the system in two
newsrooms (newspaper, television station) and also in a dig-
ital agency that specialises on designing and curating online
portals for cultural archives and heritage information.
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Gözde Özbal
FBK-irst

Trento, Italy
gozbalde@gmail.com

Marco Guerini
FBK-irst

Trento, Italy
guerini@fbk.eu

Oliviero Stock
FBK-irst

Trento, Italy
stock@fbk.eu

Carlo Strapparava
FBK-irst

Trento, Italy
strappa@fbk.eu

Abstract
In this paper we present a creative system for pro-
ducing news headlines based on well-known ex-
pressions. The algorithm is composed of several
steps that identify keywords from a news article,
select an appropriate well-known expression and
modify it via word replacement or insertion to pro-
duce a novel headline, using state-of-the-art natural
language processing and linguistic creativity tech-
niques. A simple web-interface abstracts the tech-
nical details from users, and lets them focus on the
task of producing creative headlines.

1 Introduction
In a web column on the New York Times with title “Head-

line Art”1, Stanley Fischer speaks in admiration of famous
attention-grabbing headlines and headlines that demand inter-
pretive work of a kind usually associated with modern poetry.
The value of catchy headlines has become more and more
important as they can be considered as the first reader entry
points, and in many cases a catchy headline is a fundamental
prerequisite for the success of news. Several traditional news-
papers have invested in acquiring brilliant creative headline
producers to make sure they win the competition on people’s
attention.

This competition is becoming more pervasive with the ad-
vent of electronic news where the entry point to the news-
paper can be any article (e.g., as seen on the news feed on
social media sites), not just the “front page” of the news-
paper. Therefore, creative titles are needed for each article
in addition to front articles. The problem is that the feasi-
bility and overall costs of this process, if based on creative
humans, prevent this development. These considerations mo-
tivate the need of automatic, or at least semi-automatic pro-
duction of headlines. Creative natural language processing is
showing some promising results, not only in domains such

1http://opinionator.blogs.nytimes.com/2009/04/19/headline-art

as poetry [Toivanen et al., 2012], novel metaphors [Veale,
2014] or humor production [Binsted and Ritchie, 1997;
Stock and Strapparava, 2006], but has also displayed a poten-
tial in applied areas such as catchy advertisement production
[Valitutti et al., 2009].

A concept often exploited in creative language production
is to give novel life to a known expression by adapting it to a
new situation. For instance, the revised expression may evoke
some of the news of the day, while keeping the original ex-
pression still perceivable, like in: “Naming Private Ryan”2.
The effectiveness of this process is correlated with the aes-
thetic pleasure involved in the appreciation of the modifica-
tion. The news of the day, which obviously cannot be pre-
dicted in advance, can be promoted through a creative tagline
based on the parasitic use of an automatically selected lin-
guistic expression (for instance a slogan, movie title or well
known quote). To achieve that, the expression can be slightly
modified into a novel one that evokes the news by still wink-
ing to its origin.

In this paper, we present a system called Heady-Lines,
which automatically proposes catchy headlines for news ap-
pearing, for instance, on the online edition of the New York
Times or the BBC. Heady-Lines uses a linguistically moti-
vated framework that accounts for syntagmatic and paradig-
matic aspects of language. It receives short descriptions of
news articles as input and utilizes various NLP techniques
to innovate existing well-known expressions by bringing in
a new concept coming from evolving news. The revised ex-
pression aims to evoke the targeted news while keeping the
original expression still perceivable.

We use semantic similarity metrics to pair a well-known
expression with an appropriate news article. In addition, we
use morpho-syntactic constraints and the dependency struc-
ture of the expression to modify it into a meaningful and
grammatical headline. As for aesthetics and the involved cog-
nitive aspects, our “ideological” reference is the so called Op-

2http://www.mirror.co.uk/sport/football/news/
mp-outed-manchester-united-star-3328307
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timal Innovation Hypothesis [Giora, 2003]. This theory states
that variations from a known text are highly appreciated, and
almost invariably more pleasurable than an entirely new text.
In particular, to be “optimally innovative” a text has to evoke
a novel response, while still allowing for the recovery of a
salient response (i.e. an expression that the reader is famil-
iar with), from which it differs, so that both can be weighed
against each other. To the best of our knowledge, Heady-
Lines is the first attempt at blending well known expressions
with recent news in a linguistically motivated framework that
accounts for syntagmatic and paradigmatic aspects of lan-
guage.

The system is paired with an easy-to-use interface that em-
powers users to start from one of these news articles and se-
lect a new creative headline among those proposed by Heady-
Lines.

2 Related Work
Poetry generation systems face similar challenges to ours

as they struggle to combine semantic, lexical and phonetic
features in a unified framework. Greene et al. [2010] de-
scribe a model for poetry generation in which users can con-
trol meter and rhyme scheme. Toivanen et al. [2012] propose
to generate novel poems by replacing words in existing po-
etry with morphologically compatible words that are seman-
tically related to a target domain. Colton et al. [2012] present
another data-driven approach to poetry generation based on
simile transformation, where daily news influence the mood
and theme of the poems. After presenting a series of web ser-
vices for novel simile generation, divergent categorization,
affective metaphor generation and expansion, Veale [2014]
introduces Stereotype, a service for metaphor-rich poem gen-
eration. Given a topic as input, Stereotype combines the pre-
vious services to obtain a master metaphor, its elaborations,
and proposition-level world knowledge. All these ingredients
are then packaged by the service into a complete poem.

Recently, some attempt has been made to generate creative
sentences for educational and advertising applications. Özbal
et al. [2013] propose an extensible framework called BRAIN-
SUP for the generation of creative sentences in which users
are able to force several words to appear in the sentences.
BRAINSUP makes heavy use of syntactic information to en-
force well-formed sentences and to constraint the search for
a solution, and provides an extensible framework in which
various forms of linguistic creativity can easily be incorpo-
rated. An extension of this framework is used in a more recent
study [Özbal et al., 2014] to automate and evaluate the key-
word method, which is a common technique to teach second
language vocabulary.

As a notable study focusing on the modification of lin-
guistic expressions, the system called Valentino [Guerini et
al., 2011] slants existing textual expressions to obtain more
positively or negatively valenced versions by using Word-
Net [Miller, 1995] semantic relations and SentiWords [Gatti
et al., 2015b]. The slanting is carried out by modifying,
adding or deleting single words from existing sentences. The
modification is performed first based on the dependents from
left to right and then possibly the head. Valentino is also used

to spoof existing ads by exaggerating them, as described in
[Gatti et al., 2014], which focuses on creating a graphic ren-
dition of each parodied ad.

Lexical substitution has also been commonly used by var-
ious studies focusing on humor generation. Stock and Strap-
parava [2006] generate acronyms based on lexical substitu-
tion via semantic field opposition, rhyme, rhythm and se-
mantic relations provided by WordNet. The proposed model
is limited to the generation of noun phrases. Valitutti et
al. [2009] present an interactive system which generates hu-
morous puns obtained by modifying familiar expressions
with word substitution. The modification takes place con-
sidering the phonetic distance between the replaced and can-
didate words, and semantic constraints such as semantic sim-
ilarity, domain opposition and affective polarity difference.

Finally, it is worth mentioning that many creative systems
are based on the Conceptual Blending Theory [Fauconnier
and Turner, 2008], a framework for mapping two concepts
from different domains into a new “blended space”, which
inherits properties from both starting domains. In our work,
however, we insert a new concept into an existing expression
by replacing or inserting a word, without modeling the start-
ing domains and finding their shared properties.

3 Heady-Lines
Heady-Lines is composed of four main modules that (i)

retrieve the news of the day from the web, (ii) extract key-
words from the news and expand them with relevant re-
lated concepts, (iii) pair the news with well-known expres-
sions using state-of-the-art similarity metrics, (iv) generate
a new headline by merging the well-known expression with
a keyword coming from the news, satisfying the lexical
and morpho-syntactic constraints enforced by the expression.
Since Heady-Lines is meant to be used as an aid for copy
editors, the interface hides these technical details and col-
laborates with the users in the creative task of generating a
good headline. However, the system can also work in a fully-
automatic mode, where just a news (or a feed of news) is
given in input and the system presents what it thinks is the
best headline.

In the remainder of this section we provide an overview
of the process for creating a new headline. The process is
the same both in fully-automatic and in interactive mode, but
in the second case the user can intervene in some parts of the
process to guide the system, correcting possible errors and ex-
ploring alternatives that the automatic mode would normally
discard. For full details, please refer to [Gatti et al., 2015a].

3.1 Selecting a news article
Users are presented a list of short descriptions (about 25

words) of the news of the day. Since the headlines generated
with the Heady-Lines process are often humorous, and thus
not appropriate for tragic events that often appear in the news,
a slider on the top allows users to filter negative descriptions
and focus only on positive news. In automatic mode, the sys-
tem simply discards negative news to avoid creating instances
of black humour.

From a technical point of view, the news are retrieved from
the RSS feed of BBC News and the New York Times through

26



Figure 1: Keyword identification and expansion

its API. Each entry is composed of a headline, the short de-
scription of the article and other metadata, but only the de-
scription is used by the system. As they are downloaded,
news are tokenized and PoS-tagged using Stanford CoreNLP
[Manning et al., 2014], which also provides the sentiment la-
bels that we use for the filter.

An example to a description provided by our interface is
“Ukraine has become “very volatile” since Prime Minister
Arseny Yatseniuk resigned, the head of the Council of Europe
said on Monday, calling for the swift formation of a new gov-
ernment and speedier progress on reforms.” (from the NYT).

3.2 Selecting keywords
Once an interesting news event is selected from the list, its

description is presented in a new page with its key concepts
highlighted (Figure 1). In particular, the interface makes stop
words and irrelevant words fade to grey, while the defining
elements for that news are differently colored, depending on
their category. At the moment we are differentiating among
i) named entities, ii) important concepts for which we have
some knowledge (i.e. they exist in WordNet), iii) important
but “unrecognized” concepts. Users are also presented with
an additional set of related keywords which are derived from
the important words recognized in the sentence. When using
the system in interactive mode, the user can remove any of
the identified keywords or related concepts from the list, or
force a new word or one in the description to be considered
important.

We define the importance of each word as the number
of times that a lemma appears in a news corpus (23,415
news documents from LDC GigaWord corpus [Parker et al.,
2011]), divided by the total number of headlines occurring in
the corpus (i.e. the probability of the lemma). Lemmas under
a certain threshold are considered as “key concepts”. The “re-
lated keywords” that the users see are simply the synonyms
and derivationally related forms of these previous lemmas ob-
tained from WordNet. The named entities are detected with
CoreNLP.

In the description of the previous example, the system iden-
tifies volatile, Prime, Minister, Arseny Yatseniuk, resigned,
Council of Europe, speedier and reforms among the key
terms. It expands this list by retrieving concepts such as
the adjective vacant (derived from the adverb resign) and the
noun velocity (from speedy).

3.3 Selecting a well-known expression
A list of well-known expressions is then presented to the

user, with the expressions that are most related to the news
appearing at the top (Figure 2). The list consists of approx-
imately 100 elements including book, song and movie titles
and common idioms (e.g. “live and let live”). They were cho-
sen among the top-ranked in Billboard charts, online movie
databases and lists of the most sold books of all time.

The relatedness is calculated using a skip-gram model
[Mikolov et al., 2013] trained on a lemmatized and PoS-
tagged subset of the GigaWord corpus. To compare the news
with each expression, we construct a vector representation of
the former by summing the vectors of its keywords. Similarly,
we build the vector representation of each expression based
on its lemmas (after removing the stop words). Moreover, the
expressions that do not reach a certain similarity threshold are
discarded. This ensures at least a minimum degree of relat-
edness between the news and the well known expression. If
no expression reaches the threshold, in fully-automatic mode
the algorithm would stop and process the next headline in the
input list, if any. In interactive mode, however, the user can
manually select some of the expressions, forcing the system
to consider them for the next steps.

Based on the same example, the most similar well-known
expression is the song title “Wind of change”.

3.4 Selecting the final headline
The list of the new potential headlines is then shown to the

user (Figure 3), ranked from “best” to “worst” (i.e. the system
ranks them by similarity and grammaticality, ensuring that the
first headline is the one that maximizes these two metrics). In
interactive mode the user can click on any of the sentences
and see a final page with the headline, along with the starting
description, to see how fit it is for the news. When working in
automatic mode, however, Heady-Lines simply chooses the
top headline.

The sentences are modified either by replacing an existing
word, or by inserting a new one in the well-known expression.
In both cases, the modifications take into account the lexi-
cal and syntactic constraints imposed by the original expres-
sion. To do this, we use a database of tuples that stores, for
each relation in the dependency treebank of LDC GigaWord
corpus, its occurrences with specific “governors” (heads) and
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Figure 2: Selecting the well-known expressions

Figure 3: Selecting a final headline

“dependents” (modifiers), similarly to the approach of Özbal
et al. [2013].

For the replacements, for each lemma w in an expression,
we determine all the words di that are connected to w in a de-
pendency relation r. Then, we calculate how likely each key-
word k, coming from the news articles that passed the simi-
larity filter, can replace a w of the same part-of-speech. This
is done by considering how frequently k is in a r relation with
all the di, in our reference corpus. We can then select the slot
with the word w to be replaced, and the best keyword k for
each news article, by maximizing this dependency likelihood.
Finally, the morphology of the replaced word w is applied to
k using MorphoPro [Pianta et al., 2008] and the headline is
generated.

For the insertions, an adjective (or adverb) k is inserted
before the noun (verb) w that appears most often in an appro-
priate dependency relation with it (i.e. “amod” and “advmod”
respectively).

For each expression we try to generate headlines with both
replacements and insertions. Then, the one with the best de-
pendency score between the two (i.e. the most “grammati-
cal”) is chosen, so that from each expression we produce at
most one headline. Also in this case a threshold is enforced,
so that headlines that do not reach a satisfactory level of gram-
maticality are removed. To rank the final output, the system
sorts each modified sentence according to its mean rank with
respect to similarity and dependency scores, thus balancing
the scores of grammaticality and relatedness to the news. The

lower the mean, the better the system considers the headline.
In our example, the system will choose “Wind of rapid

change” as the best headline. More examples of the system
output are shown in Table 1.

4 Conclusions
In this paper, we presented a system that utilizes various

NLP techniques to generate creative headlines by modifying
existing well-known expressions with concepts coming from
the news. An initial evaluation [Gatti et al., 2015a] confirmed
the effectiveness of this system. We believe that this effective-
ness is correlated with the aesthetic pleasure involved in the
appreciation of the modification. In any case, the automation
of this kind of creative process can be of great use in many
fields such as journalism, advertising and applied arts.

As future work, we plan to improve the sorting mechanism
with the addition of a memorability score for the modified ex-
pression, and add other modification strategies, in particular
one based on phonetic properties of the replacement words.

Moreover, we would like to experiment with the concept
of personalization, i.e. presenting different material to dif-
ferent groups of people, taking into account their interest or,
age or any other information that is available. We think an
interesting developement would be producing personalized
headlines for attracting different groups of people; or even to
go one step forward, introducing dynamic adaptivity, where
some considerations about the state of an individual (such as
the emotional state induced by a personal event) may ideally
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Description Ukraine has become ”very volatile” [...], the
head of the Council of Europe said on Monday,
calling for [...] speedier progress on reforms.

Expression Wind of change
Headline Wind of rapid change

Description The Obama administration is planning to issue
a final rule designed to enhance the safety of
offshore oil drilling equipment.

Expression Bridge over troubled water
Headline Bridge over troubled oily water

Description Russia’s defense ministry has rejected com-
plaints by U.S. officials who claimed Russian
attack planes buzzed dangerously close to a
U.S. Navy destroyer [...]

Expression The empire strikes back
Headline The Russian empire strikes back

Description Pyongyang drivers are feeling some pain at the
pump as rising gas prices put a pinch on what
has been major traffic growth [...]

Expression House of the rising sun
Headline House of the rising prices

Table 1: Output examples

be usable for flexible, electronic-based personal news produc-
tion.
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Abstract
We present a software tool that employs state-of-
the-art natural language processing (NLP) and ma-
chine learning techniques to help newspaper editors
compose effective headlines for online publication.
The system identifies the most salient keywords in
a news article and ranks them based on both their
overall popularity and their direct relevance to the
article. The system also uses a supervised regres-
sion model to identify headlines that are likely to
be widely shared on social media. The user inter-
face is designed to simplify and speed the editor’s
decision process on the composition of the head-
line. As such, the tool provides an efficient way
to combine the benefits of automated predictors of
engagement and search-engine optimization (SEO)
with human judgments of overall headline quality.

1 Introduction
The headline is an extremely important component of every
news article that performs multiple functions: summarizing
the story, attracting attention, and signaling the voice and
style of the newspaper [Conboy, 2007]. In the online realm,
headlines are expected to meet several new functions; for in-
stance, to convey the article’s contents in different online con-
texts or to optimize the article for search engine queries (i.e,
SEO). Indeed, arguably, the headline is now more important
than ever, as it becomes the only visible part of the article
in microblog posts, social media feeds and listings on news-
aggregation sites. These multiple requirements on the news
headline have complicated the composition task facing news
editors, as they attempt to ensure that each headline is crafted
as perfectly as possible.

Prior NLP work in the area of news headlines has mostly
focused on the task of automatic headline generation, cast as
“very short summary generation” in the DUC tasks of the
early 2000s; tasks that produced much of the research on
the topic. The best-performing system in the 2004 DUC task
worked by parsing the first sentence of the article and prun-
ing it to the desired length [Zajic et al., 2004], an approach
that works by leveraging human intelligence: journalists gen-
erally compose news articles in the “inverted pyramid” style,

which places the most important information in the lead para-
graph [Conboy, 2007]. Other headline generation systems
generally work by first using some metric to identify terms
within the document that are likely to appear in the head-
line, and then constructing a headline containing these terms
[Nenkova and McKeown, 2011].

This latter approach has much in common with the task
of keyword selection for SEO, which first caught the atten-
tion of major newspapers at least ten years ago [Lohr, 2006],
and continues to be a much-discussed issue today [Sullivan,
2015]. While even long-established, traditional news publica-
tions have begun to move away from classical forms of head-
lines towards more direct, keyword-laden headlines, many
copy editors would still prefer to write clever, witty headlines
[Wheeler, 2011], and readers of the news seem to value cre-
ativity in headlines over clarity or informativeness [Ifantidou,
2009]. Therefore, one of the key considerations in the design
of our system was to balance the mechanical act of filling a
headline with informative, relevant keywords, against the cre-
ative act of writing headlines that appeal to human interests
and emotions.

We expect that the most interesting and emotional stories
are likely to be more popular with readers than the “average”
story. Analysis of reader behavior has shown that there is
no correlation between how much an article is shared on so-
cial media and how much of the article is read by an average
user [Haile, 2014]; a fact that could be taken as evidence sup-
porting the widely-held view that people share articles online
that they have not fully read themselves [Manjoo, 2013]. In
this case, the headline—which people presumably read even
if they don’t read the full text—may be an important factor in
determining the “shareability” of a news article; an idea that
is another key motivation behind the design of our system.

The tool presented here is designed to facilitate the
decision-making process facing a news editor in composing
a headline. The software employs state-of-the-art NLP and
machine learning techniques to make its recommendations,
but it is not designed to automatically generate headlines or
to make decisions about a headline’s goodness on its own.

In the sections below, we present the design and behavior
of the tool before discussing the internal workings of the sys-
tem. We conclude with an assessment of the current state of
the project, including some preliminary evaluation results and
a discussion of areas for improvement.
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Figure 1: Screenshot of the tool in input mode, with input text
areas on the left and a live feed of articles on the right.

2 Design and Behavior
From a user-interface perspective, the software has two
modes of operation: input mode and analysis mode. The in-
put mode (illustrated in Figure 1) facilitates the entry of a
news article and its corresponding headline and sub-headline,
which may either be entered manually or selected from a feed
of recent articles. In practice, this feed would be integrated
into the newspaper’s workflow so that an editor could review
all new articles with the software prior to publication.

After the editor-user selects an article, the system switches
to the analysis mode, showing the results of the automated
analysis (illustrated in Figure 2). This mode is designed to al-
low the user to quickly assess the strengths and weaknesses of
the headline and decide whether any changes should be made
to improve it. The five most highly-ranked keywords from
the article are listed on the right side of the screen sorted by
weight, a metric combining the keyword’s frequency in the
article and its SEO score, which respectively capture the key-
word’s local relevance to the article itself as well as its global
prominence among news stories in general. (See section 3.1
below for details on these measures.)

The keywords are color-coded to distinguish keywords
which already appear in the headline (green) from those
which do not appear in the headline (red), and size-coded ac-
cording to their weight. Thus, any large, red keywords are
those which an editor should consider adding to the headline.
In the example in Figure 2, the top three recommended key-
words are already present in the headline; the two remaining
recommendations, “Irish Republic” and “GPO”, are both sen-
sible suggestions for the article.

In addition to the keyword recommendations, the system
scores each headline for its “shareability” on two social me-
dia platforms: Twitter and Facebook; if the shareability score
on either platform exceeds a threshold value, then an alert is
displayed to the user. In the example in Figure 2, the arti-
cle has exceeded the Facebook threshold but not the Twitter
threshold, so only one of the two alerts is displayed. The

newspaper’s editor in charge of social media can use this in-
formation when deciding which stories should be posted and
promoted on social media sites. The threshold is set to a rel-
atively conservative value, so that most articles will not pro-
duce alerts, and only the most promising headlines will come
to the editor’s attention.

Ultimately, it is up to the editor to decide what action, if
any, to take based on the information presented by the soft-
ware. The editor has the leeway to add keywords in the head-
line in creative ways that fit the style of the story and the
news organization, and she can also flexibly deal with any er-
rors that may be produced by the keyword recommendation
system, rather than blindly following its advice.

3 Implementation
The system consists of three major components: a user-
interface front-end, a text analysis back-end, and a web server
that mediates communication between the two. The user in-
terface is implemented with HTML and Javascript and ac-
cessed via a web browser; its behavior is described and il-
lustrated in the previous section. The web server is imple-
mented in Python (based on the Flask framework), which al-
lows easy integration with the text analytic back-end, which
is also mainly implemented in Python. We use the sklearn
module for regression and Stanford’s CoreNLP Java suite for
NLP [Manning et al., 2014]. The entire system is deployed
on a web server and accessed by the client’s web browser.

The back-end consists of two components—keyword anal-
ysis and shareability analysis—which operate independently
of one another and are discussed in detail below.

3.1 Keyword Analysis
The role of keyword analysis is to identify terms in the article
body that are good candidates for inclusion in the headline.
We believe that headlines containing informative and popular
keywords can be both more appealing to readers and more
prominent in users’ search results and on news aggregator
websites.

Processing of an input article begins with tokenization and
named-entity recognition using CoreNLP, which identifies all
entities (e.g. people, organizations, locations) in the article.
Next, any known keywords appearing in the text are identi-
fied, by using a database of 90k keywords and their frequen-
cies from Irish news articles in recent years, which we popu-
lated with data provided to us by two other Irish news-related
projects [Shi et al., 2014; Bordea et al., 2013]. This process
results in a list of entities, which may be unique to the given
article, and a list of keywords, which are known to have been
encountered in previous news articles. These keywords and
named entities are linked using a simple, rule-based approach
that resolves pairs like “Enda Kenny” and “(Mr.) Kenny”,
yielding a single list of resolved keywords, along with a list
of all positions in the text where each keyword appears.

Our keyword ranking system aims to capture the intuition
that salient keywords should ideally be both locally promi-
nent (i.e. appearing frequently in the given news article) and
globally popular (i.e. appearing frequently in articles other
then the current one). Thus, we calculate the weight w of
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Figure 2: Screenshot of the tool in analysis mode. In this example, three of the top five keywords (highlighted in green) are
already in the headline; the remaining two (in red) are recommendations that the user may consider adding to the headline.

each keyword k in the document d as the weighted sum of its
local weight w

local

and its global weight w
global

:

w(k, d) = �w
local

(k, d) + (1� �)w
global

(k)

The local weight is calculated as the normalized within-
document frequency of the keyword, so that the most fre-
quent keyword in the document gets a w

local

of 1. The
global weight is calculated in a similar way, using the across-
document frequencies from the keyword database and apply-
ing a nonlinear (log) transformation to compensate for the
highly skewed distribution of these frequencies (note that it is
possible for a keyword to have a zero global weight if it does
not appear in our database; this is common for named enti-
ties in the article which have not been mentioned in the news
before). The relative contributions of the local and global
weights are balanced with the � parameter.

This formula was chosen as the simplest method (a linear
combination) of combining the two factors. It is similar to a
tf-idf score in that it combines both term frequency and docu-
ment frequency, but it is critically different in that it rewards,
rather than penalizes, terms that occur in many documents.
This is a good thing because we believe that terms which may
be very common (e.g. the names of well-known politicians
or celebrities) can be good headline terms, and also because
our method of selecting terms (via a closed set of keywords
and automatic named entity detection) generally avoids se-

lecting words which may be high-frequency but low-quality
(like stopwords).

We manually set the value of � to achieve rankings which
we subjectively deemed to be suitable.1 This manual param-
eter setting allowed us to deploy our system quickly with ac-
ceptable performance, but a better option would be to learn
these parameters automatically. To do so would require a
dataset containing news articles, their headlines, and either
some measure of the quality of the headline or an assurance
that the headlines in the data set are “good”, in order to guar-
antee that the parameters are set based on “good” headline
examples. This type of data was not available to us when the
system was under development.

This method ultimately assigns a weight to each keyword
between 0 and 1.0, which determines its ranking in the anal-
ysis output (Figure 2). In the user interface, the weight is
displayed in a table alongside the keyword’s “frequency” and
“SEO Score”, which we consider to be more user-friendly

1We found that a value of 0.6 (i.e. slightly favoring local fre-
quency over global frequency) worked well for our data, but this
value changed depending on which keyword list we used. Ulti-
mately, we combined both keyword lists, which introduced a large
number of noisy terms. To suppress these noisy terms, we added an
additional term to boost the score of keywords which were identified
as named entities in the article (up to 0.2 of the overall weight).
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than w
local

and w
global

themselves (the frequency is exactly
the number of times the term appears in the article, and the
SEO score is just w

global

scaled to the familiar scale of 0 to
100).

3.2 Shareability Analysis
The role of shareability analysis is to identify headlines that
are likely to be shared on social media. With the rise of so-
cial media as dissemination channels for the news, headlines
now need to be both informative and “shareable”; that is, the
headline somehow needs to attract people to post, share, and
engage with the article on social media, in order to reach a
large online audience.

According to the Reuters Institute Digital News Re-
port [Newman et al., 2016], Facebook and Twitter generate
54% of the visits to online news sites, suggesting that direct
visits to the home pages of news providers are being sup-
planted by social media mediated access. However, Facebook
and Twitter are known to have quite different audiences and
engage users in different ways [Kirk et al., 2015]. Users
on Twitter generally actively search news and their consump-
tion varies across news categories [Orellana-Rodriguez et al.,
2016], whereas on Facebook, news tends to be just encoun-
tered by sharing amongst friends. Therefore, in our system,
we model the two social networks separately.

Using the Twitter streaming API we collected over 700k
tweets and retweets posted by each one of 200 media out-
lets and journalist accounts for two time periods in 2013 and
2014, for a duration of 71 and 50 days, respectively. From
the collected tweets we extracted all the URLs and used the
Facebook and Twitter APIs to collect the number of times
each URL was shared on Facebook or posted on Twitter. Be-
cause these posts were made by journalists, the links in the
tweets are mainly to news articles, from which we extracted
headlines. This step yielded a data set of 55k headlines with
corresponding counts of social shares for each one.

We used a regression analysis to estimate the relationship
between features of the headlines and the target variable of
number of shares. Each headline in our collection is repre-
sented as a vector consisting of eight features covering three
main aspects of the headline’s content: the sentiment polarity
(as computed by the TextBlob Python package), the presence
of named entities, and the length in words. The complete list
of features is presented in Table 1.

We used Regularized Linear Regression (RLR), Random
Forest (RF) and Gradient Boosting Trees (GBT) as our meth-
ods for regression and used the metric Mean Squared Error
(MSE) to assess their performance. We split our headlines
set into 44k (80%) for training and the remaining 11k (20%)
for testing. We train two different regression models, one for
Facebook and one for Twitter. RF and GBT performed better
than the RLR models. Between RF and GBT models, GBT
performed slightly better than RF, although no significant dif-
ference was observed. On the basis of these results we use
GBT as our method for regression. GBT have shown to out-
perform other models in classification and regression tasks
and have been used successfully for audience engagement
prediction [Diaz-Aviles et al., 2014]. We observe that the
models for Twitter and Facebook behave differently: com-

Feature Description
neutral # of neutral sentiment words
positive # of positive sentiment words
negative # of negative sentiment words
organizations # of ORGANIZATION entities
persons # of PERSON entities
places # of LOCATION entities
day (T/F) headline contains the name of a day
length total # of words in the headline

Table 1: Headline features used for regression. The first six
features are normalized by the length of the headline.

paring the values of the MSE for both models, predictions
for shareable headlines on Facebook present an MSE of 41.8,
while for Twitter the error is slightly smaller, 37.6.

Once the GBT models are trained, we store them and incor-
porate them into the system’s pipeline. Every inputted head-
line receives two shareability scores, one for each social me-
dia site; however, in order to avoid triggering too many notifi-
cations to the journalist or news editor, the system only shows
a result if the score is equal or larger than a manually-defined
threshold of 3.7 and 1.7 for Facebook and Twitter, respec-
tively, which correspond to the median number of shares (on
each platform) received by the headlines in our collection.

4 Evaluation
The tool was developed in collaboration with The Irish Times,
and several professional editors have tested its usability. The
feedback from these sessions has been positive and has in-
formed several design features. In particular, the color-coding
and font-size features of the interface have been noted for
their usability. On the basis of this success, we are now look-
ing at integration into editors’ daily workflow, to allow more
usability data to be gathered.

Current tests of the system have identified some potential
areas for improvement. The keyword system commonly fails
to recognize when pairs of equivalent but non-identical key-
words have the same referent; for example Taioseach and
Enda Kenny, or GPO and General Post Office. While editors
easily recognize this duplication, this error affects frequency
counts, which in turn affect keyword rankings. This type of
co-reference resolution is an open question in NLP research,
with typical solutions relying on a rule-based or gazette-based
approach to fix commonly-occurring cases.

The system could also be improved by moving from a
static keyword database to a dynamic, real-time database. We
were fortunate to be able to bootstrap our system with the
keyword sources discussed in section 3.1; however neither
of these sources were created with this specific use-case in
mind, and the static nature of these lists means that the key-
word database will become outdated over time. Updating the
keyword frequency counts on a rolling basis is an easy first
step; but a more sophisticated approach is probably required,
where new entities are added to the database over time, and
more recent articles are given a greater weight than older arti-
cles. Because our system already identifies named entities in
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news articles, these entities could be added as new keywords
in our database as they are encountered.

We are also evaluating the impact of using the tool on
SEO, based on determining whether it improves article rank-
ings in news aggregators and search engines. While the lack
of click-through from Google News has led some to ques-
tion its effectiveness at driving traffic to news sites [Wauters,
2010], for The Irish Times’ website, Google News is a major
source of referrals. An analysis of 30k Irish Times articles
(from 1/10/15 to 31/3/2016) has shown that articles listed on
the Google News (Irish edition) front pages received signifi-
cantly (p < 0.01) more page views than unlisted articles; with
Google News listed articles receiving almost twice as many
views (n = 11, 125, µ = 1665.5 views per article) as unlisted
articles (n = 19, 339, µ = 892.4 views per article). Google
News’ ranking algorithm is not publicly known, so the ex-
act factors leading to this correlation are opaque; however,
for practical purposes, if our keyword recommender leads to
greater visibility on Google News, then we know it should
increase readership.

Finally, the quality of our keyword recommendations can,
in part, be assessed by noting whether the system’s top-
recommended keywords are already present in the original
headline written for the article, as it shows that the system
corresponds to human judgments (n.b., the keyword analy-
sis only uses the article body, not the headline, as input).
We processed a sample of roughly 3,000 Irish Times head-
lines with our system, and found that a majority of these
(64%) contained two or more of the top five keywords rec-
ommended by our system (in either the headline or the sub-
headline), and a large majority (88%) contained at least one
of the recommended keywords. We take this as evidence that
the keywords recommended by our system generally corre-
spond with the types of keywords that a human editor would
normally include in the headline.

5 Conclusion

In this paper, we have presented a system for recommending
keywords for inclusion in newspaper headlines and for identi-
fying headlines with high potential shareability on social me-
dia. The system identifies plausible keywords that are both
relevant to the given news article and popular overall in past
news articles, in an effort to maximize both the reader interest
and the SEO aspect of the headline. In addition, the system
identifies headlines that are likely to receive above-average
engagement on social media, allowing editors to effectively
target their social media strategy. We believe that this tool
can be a helpful component in modern, online-oriented news-
rooms.
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Abstract

We propose an approach to analyze large news cor-
pora. We use a grammar induction algorithm that
identifies salient information structures in a news
corpus, in order to extract keyphrases constituting
summaries. The information structures are repre-
sentations of semantic content and represent the
most salient information in a corpus. We use a man-
ually generated codebook to evaluate the induced
structures. Our method is applied to a Norwegian
news corpus of 11.000 online and print news arti-
cles mentioning the keyword climate change, that
reflects diverse topics and different points of view.
Results suggest that automatically induced struc-
tures can be used to clarify the content of a large
corpus by providing an overview characterizing it.

1 Introduction

Media scholars interested in journalism studies, as well as
journalists, are today facing the huge amount of online data.
They need tools developed to fit their needs and requirements,
in order to preprocess, organize and quickly have an overview
of the content of the news. The main purpose of the tools
would be to help them to easily, and in a straightforward way,
understand the content of thousands of pieces of news that are
sometimes simultaneously released online.

They therefore need advanced text mining methods to
search for and extract the most important news content. Hav-
ing access to overviews of the content can help them grasp
the whole story without the need to read massive amounts of
news articles. The methods should uncover similarities in the
language use by presenting overviews of the information at
the sentence and the discussion level.

We aim to present an unsupervised method that will en-
able media scholars and journalists, and perhaps the reader,
to easily capture and grasp how main ideas or concepts are
discussed in large corpora. With this method, we bring some-
thing new to the table, an unsupervised approach that can pro-
vide context and language use patterns, in order to build up
and get a sense of the whole story without having to search
and read trough thousands of texts.

We present information structures that we believe repre-
sent sets of keyphrases summarizing content of news, and

that can lead researchers’ investigations. We use a grammar
induction algorithm to induce information structures from
news corpora. We consider these information structures as
keyphrases representing overviews of the most salient infor-
mation present in a corpus. We evaluate the automatically
induced structures using a codebook manually developed, in-
dependently of this work, by media scholars for coding news
articles dealing with the same issue.

In the following we motivate our work and use of a gram-
mar induction algorithm (Section 2). In Section 3 we describe
our method and the corpus in use. Section 4 presents some re-
sults and an evaluation of our method. In closing, Section 5
provides some conclusions to summarize our work and a dis-
cussion of potential future works.

2 Background

Many scholars have submerged into the field of climate
change communication. Most media researchers have fo-
cused on traditional human coding of large corpora, and have
mostly looked at climate change as a media attention issue
(single case studies [Boykoff and Boykoff, 2007; Shaw, 2013;
Liu et al., 2011; Carvalho and Burgess, 2005] and cross-
country studies [Boykoff et al., 2015; Schmidt et al., 2013;
Eide and Kunelius, 2012]).

When performing human content analysis, there is a need
for a fully explicated document: a codebook. The codebook
should stand alone as a protocol for content analysis of mes-
sages [Neuendorf, 2002]. In an ideal world, the goal be-
hind the codebook is to make a working tool as complete and
as unambiguous as to almost eliminate the individual differ-
ences among coders [Neuendorf, 2002]. There are several
approaches to generate a codebook: One can either write a
comprehensive codebook with detailed descriptions of each
category, variable and value. Another way to do it, is to have
a rather slim codebook, and spend time to train the coders.
Krippendorff [2004] defines content analysis as a research
technique for making replicable and valid inferences from
texts to the context of their use.

There are major differences between human coding and
computer coding. Neuendorf [2002] describes human versus
computer coding as human coding using people as coders,
while computer coding is an automated approach to arrange
variables according to a desired output formulated to the com-
puter. The computers’ capability of rapidly processing large
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amounts of data is a main factor in content analysis. Fur-
thermore, computers are useful because of their ability to
process textual data reliably [Krippendorff, 2004]. Karls-
son and Sjøvaag [2015] suggest that analysis of online media
data cannot follow the same procedures as established con-
tent analysis, developed for analogue media formats. They
argue that the established content analysis approach is insuf-
ficient to cope with the ever-changing scope of digital media
and digital journalism, where time and space is constantly
changing.

Automated methods can be used in order to explore, model
and analyze the diverse contents of corpora. Most automated
text analysis techniques used as part of social science meth-
ods follow a bag-of-words approach [Grimmer and Stewart,
2013]. Bag-of-words models do not reflect the structural
properties of the language and ignore the word order. They
therefore only capture the general “aboutness” of texts, but
do little to uncover what is actually said about the various key
concepts. The bag-of-words models are nevertheless useful,
and have proved their efficiencies (see [Grimmer and Stew-
art, 2013]). However, there are regularities in the language,
and words do not appear arbitrarily next to each other, but in
a given position relative to other words. These regularities
can be exploited to induce the most frequent word sequences
within a corpus.

The distributional structure of a language has as results the
use of a restricted number of words relatively to a certain
term, especially in domain-specific corpora [Harris, 1954].
Analyzing only the surface form of a language can uncover its
distributional structure [Harris, 1954]. Lamb [1961], attempt-
ing to automate Harris’ idea, introduced the concept of group-
ing words into a sequence of horizontal elements (H-groups)
and vertical elements (V-groups). Consider the example sen-
tences “Climate change is a reality”, “Climate change is a
hoax”, “Climate change is a lie”, “Global warming is a real-
ity”, “Global warming is a hoax”, “Global warming is a lie”.
The H-group here is the word sequence “is a”, the V-groups
are (Climate change, Global warming) and (reality, hoax, lie).
Harris’ insights have also become the foundation of some of
the work in the field of grammar inference (for a review see
[D’Ulizia et al., 2011]). One example is the grammar induc-
tion algorithm ADIOS (Automatic DIstilation of Structure -
[Solan et al., 2005]). ADIOS has been modified for text min-
ing purposes [Salway and Touileb, 2014], which we use in
this work; and will refer to it hereafter by modADIOS.

Automatic keyphrase extraction is defined as being the “au-
tomatic selection of important and topical phrases from the
body of a document” [Turney, 2000]. Keyphrase extraction
methods extract a set of descriptive phrases from a given cor-
pus, and have proven their potential and have been used for
various Natural Language Processing (NLP) purposes (see
[Hasan and Ng, 2014] for a review).

Our approach to extract keyphrases is different from the
methods used in the literature; here we use a grammar induc-
tion algorithm to induce information structures, which con-
tain (in their different forms i.e. H-groups and V-groups) a
valid set of keyphrases. Another resemblance is the fact that
the structures, as shown in [Touileb and Salway, 2014], con-
tain the main concepts discussed in a corpus.

3 Approach

modADIOS induces structures representing the most salient
information present in a corpus. The structures are induced
from unannotated corpora based on statistical criteria that will
induce patterns of language use around predetermined key
terms of interest. In what follows, we describe the corpus
at hand (Section 3.1). Then we introduce in Section 3.2 the
codebook used during the evaluation of our method. Finally,
we present our method in Section 3.3.

3.1 Corpus

We use a corpus of Norwegian news articles gathered from
a media surveillance tool1 with the search string “klimaen-
dring*” (climate change), where all possible forms of the
term will be retrieved. We searched for the keyword in 168
print media newspapers (national, regional and local newspa-
pers) and 185 online news media outlets.

The corpus is constituted of a collection of 11.000 news
articles mentioning the keyword “klimaendring*”, and con-
sists of 1000 articles from each year between 2006 and 2015
(from October to December), and 1000 articles between Jan-
uary and April 2016. We then focused on the 19.186 sen-
tences containing our keyword “klimaendring*”.

3.2 Codebook

We use a codebook that has been subject to a traditional man-
ual coding situation with rigorous revisions. The codebook
has been developed and used in a transnational media network
project [Eide and Kunelius, 2012]. The codebook comprises
ten categories:

1. Media: name of the newspaper.
2. Date.
3. Picture/illustration: Stating the number of pictures, car-

toons and visuals in the article.
4. Story themes: What is the story mainly about? The main

story can either be (i) climate change, with no mention
of extreme weather, (ii) climate change, extreme weather
is mentioned, (iii) extreme weather, no mention of cli-
mate change, (iv) extreme weather, with mention of cli-
mate change, (v) story about something else, climate
change and extreme weather are mentioned as secondary
themes.

5. Story size: In number of words
6. Genre: Reporting genres: Can either be news, reportage,

interviews, portraits, editorial, and so on.
7. All the quoted voices: National political system, inter-

or transnational political system, NGOs and individual
citizens, business actors, scientists and other experts or
media/journalists.

8. Number of voices: Number of unique voices in the arti-
cle.

9. Main theme/Consequences: Insurance/compensation,
adaptation, mitigation, transportation, security, respon-
sibility or lack of action, citizen responsibility, climate
politics/summits/reports, trade union or other union, re-
search (either climate research or other), technology, and
other.

1Atekst: www.retriever-info.com/en/category/news-archive/
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10. Extreme weather and natural disasters: Floods. heavy
rain, avalanche/landslide, heat wave, cold wave,
droughts, melting ice sheets, rising temperatures, storm/
hurricane, ocean currents, other extreme weather events
related to wind and ocean, sea-level rise.

In this paper we do not address all of these categories. For
example, a machine has to be trained to identify the content
of both categories 6 and 8, which require techniques beyond
the scope of this paper. Category 3 cannot be identified since
the corpus in use is a collection of texts, this means that any
kind of pictures or illustrations are excluded. Categories 1, 2
and 5 are categories representing metadata that can easily be
retrieved; we therefore do not address them when analyzing
the induced structures.

3.3 Method

In order to induce information structures from texts we use
modADIOS [Salway and Touileb, 2014]). ADIOS [Solan et
al., 2005] is an unsupervised algorithm that discovers hier-
archical structures in sequential data. It identifies the most
significant patterns (similar to H-groups) and equivalence
classes ( similar to V-groups) within the context of patterns,
using statistical information. The unannotated texts are pre-
sented as a set of sentences. In each iteration, the most signif-
icant pattern is identified with a statistical criterion that favors
frequent sequences that occur in a variety of contexts. Then,
the algorithm looks for possible equivalence classes within
the context of the pattern. At the end of the iteration, the
new pattern and equivalence class become vocabulary items
and can become part of further to be induced structures, and
hence hierarchical structures are formed.

modADIOS presents the structures in the form of regular
expressions. Recall the previous example of climate change
sentences in Section 2, the algorithm will induce information
structures of the form “((climate change|global warming) is a
(reality|hoax|lie))”; where the symbol “|” represent “or”. The
information structure can thus be read as: climate change is a
reality or climate change is a hoax or climate change is a lie
or global warming is a reality or global warming is a hoax
or global warming is a lie.

The input is presented to modADIOS in the form of in-
creasingly large snippets around key terms of interest [Sal-
way and Touileb, 2014]. Focusing on snippets around a pre-
defined key term lead the algorithm to only induce the struc-
tures present around it. The algorithm starts running on snip-
pets with a small window of words around the key term (0
to 3 words on both sides of the key term, “klimaendring*”
in our case) and the window increases after a predetermined
amount of iterations (the biggest snippet size contains from
10 to 12 words) [Salway and Touileb, 2014]. When the struc-
tures are induced, each structure is substituted with a unique
ID in the text, and the algorithm proceeds running on the next
snippet size. This in order to force the algorithm to find more
patterning around the key terms and the previously induced
structures [Salway and Touileb, 2014].

4 Results

We describe in this section some of the induced structures
(4.1), we then present an evaluation of the method (4.2).

4.1 Information structures as keyphrases

We ran modADIOS on our news corpus: this resulted in a set
of 359 structures around the keyword “klimaendring*”. Ta-
ble 1 shows a small selection of these induced structures. The
structures represent keyphrases providing different informa-
tion about the content of the corpus. The structures are pre-
sented in Norwegian with their English translations bellow in
italics.

Structures 1, 2, 6, and 8 show different ways and perspec-
tives of discussing how climate change should be tackled and
fought. Structures 3, 4, 7, 10, 13 and 14 all examine what
climate change actually is and what caused it, and what are
its effects and consequences.

Structure 5 mentions the different skepticism existing
around the climate change issues. Structure 8 and 11 show
the United Nations Conferences of Parties, where science and
politics in regards to climate change are discussed. Structure
9 illustrates the current promises to reduce emissions, which
are too little ambitious to actually prevent and stop the effects
of climate change. Structure 12 shows a new kind of refugees,
those fleeing from their homes due to climate change threats.
Structure 15 is a structure representing the discussions around
climate adaptations.

4.2 Evaluation

Evaluating a keyphrase extraction method, typically involves
creating a mapping (an exact match) between the keyphrases
in a gold standard and those produced by the method; then
scoring the output using evaluation metrics such as preci-
sion, recall, and F-score. In this work, we do not do a tra-
ditional keyphrase extraction, since we use a grammar induc-
tion algorithm to induce information structures representing
keyphrases; we therefore do not evaluate our method in a tra-
ditional way.

The set of automatically induced structures, identified as
keyphrases, is evaluated by the extent to which they map to
the categories of a codebook developed manually on a smaller
corpus dealing with the same issue. Since the codebook has
carefully been created by media scholars, we believe that it
encompasses all the important information regarding the dis-
cussions around the climate change issue.

We manually analyzed each induced structure, and as-
sessed to which category of the codebook it could map to (see
Table 2). Some structures were categorized both as a story
theme (category 4) and the main theme or consequences (cat-
egory 9). We also generated a category “Other” that contains
all the structures that could not be categorized: grammati-
cal structures containing only verbs or function words, geo-
graphical references (e.g. world and country), and incomplete
structures.

The majority of the induced structures map to category 4,
some examples are: “((serious|dangerous|larger|global|
damaging) climate change)”, “((the effort|the fight)
against climate change)” and “((that (climate change
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1. ((((kan|og|må|skal|å) (overleve|bekjempe|takle))) kli-
maendring)
((((can|and|must|will|to) (survive|combat|tackle))) cli-
mate change)
2. ((å (tåle|unngå)) ((alvorlige|farlige|større|globale|
skadelige) klimaendring))
((to (endure|avoid)) ((serious|dangerous|larger|global|
damaging) climate change))
3. ((at (klimaendring er)) (naturlige|farlige|men-
neskeskapte))
((that (climate change is)) (natural|dangerous|man-
made))
4. ((den globale) oppvarmingen)
((the global) warming)
5. ((enighet|usikkerhet|spådommer|tvil|overtydd|kon-
klusjon|klimaforskarane|klimapanel) om)
((consensus|uncertainty|predictions|doubt|convince|
conclusion|climatologists|climate panel) if)
6. ((innsatsen|kampen) mot klimaendring))
((effort|fight) against climate change)
7. ((virkningene|konsekvensen|konsekvenser) (av kli-
maendring))
((effects|consequence|consequences) (climate change))
8. (av hva forskerne (mener (((det er)|er) nødvendig) for
(((å (tåle|unngå))|forhindre) farlige) og uopprettelige))
(of what scientists (mean (((it is)|is) necessary) (((to (en-
dure|avoid))|prevent) dangerous) and irreversible))
9. (dagens løfter om utslippsreduksjoner er altfor lite am-
bisiøse ((for|til) (å (forhindre|hindre|stanse))))
(current promises to reduce emissions is too little ambi-
tious ((for|to) ((prevent|hinder|stop))))
10. (de (negative|første|naturvitenskapelige) effektene (av
klimaendring))
(the (negative|first|scientific) effects (of climate change))
11. (fns rammekonvensjon)
(united nations framework convention)
12. (hans familie få medhold i sin søknad om flyktningsta-
tus (på (virkningene|grunn|grunnlag|toppen) (av klimaen-
dring)) som truer hjemlandet)
(his family get successful in their application for
refugee status (on the (effects|reason|basis|top) (of cli-
mate change)) that threatens their homeland)
13. (mer ekstremvær)
(more extreme weather)
14. (sannsynligvis har (menneskelig aktivitet) ført til
akutte klimaendring)
(probably have (human activity) led to acute climate
change)
15. (i stand (((til å)|(med å)) ((tilpasse seg)|møte))) (able
(((to)|(to)) ((adapt)|meet)))

Table 1: A selection of automatically induced structures
around the key term “klimaendring*” (climate change).

is)) (natural|dangerous|man-made))” . The induced struc-
tures can be divided into various keyphrases that can uncover
the different aspects of a story theme.

Many structures were both categorized as category

4. Story
themes

7. All the
quoted
voices

9. Main
theme /
Conse-
quences

10. Extreme
weather and
natural dis-
asters

Other

159 17 53 12 155

Table 2: Amount of structures that can be mapped to the code-
book’s categories.

4 and category 9. This latter included many struc-
tures stating the various consequences of climate change,
the economic status of rich and poor countries, as
well as political consequences. Examples of this
are: “ ((serious|dangerous|larger|global|damaging) climate
change)” and “(the (negative|first|scientific) effects (of cli-
mate change))”.

Category 10 include structures reflecting keyphrases
mentioning all types of extreme weather and nat-
ural disasters as storm surges and rising sea lev-
els, e.g.: “(more extreme weather)”, “(develop-
ing countries (such as ((the magnitude|denial|the
consequences|following|affected|experience|worsen) of))
natural disasters linked)” and “(contrast to all the talk about
storm surges and rising sea levels)”.

Category 7 encompasses voices present in the induced
structures, but it is not possible to determine only by an-
alyzing the structures, if all the voices have been induced.
The structures provide us with an overview of the voices, but
does not tell us who says what to whom. It would be ben-
eficial to add to this analysis a simple named entity recog-
nition process, that will help identifying all the voices, ei-
ther quoted or cited, which will also enable to evaluate the
strength of the automatic induction of structures with regards
to important actors expressing their voices in a large cor-
pus. Some voices that were automatically induced from the
corpus are: “(IPCC)”, “(united nations framework conven-
tion)”, “(the world’s climate scientists)”, “((meteorological
institute))”, “(al gore)” and “(president barack obama)”.

A further analysis of the structures identified in the cate-
gory “Other” is necessary to uncover their correct mapping
to the previous categories. We believe that an analysis of
some of their concordance lines will enable the understand-
ing of the content. Some structures categorized as “Other”
are: “((when|as) applicable)”, “((the purpose|the target|the
project) is to)”, “((it’s) (worthwhile|important) to)” and “(if
the (world|one|we) fail to)”.

5 Concluding remarks and future work

The results presented in this paper suggest that a list of auto-
matically induced structures, representing keyphrases, reflect
some of the distinctive contents of a large corpus. Further-
more, some structures uncovered linguistic patterning that
would be of interest for further investigations. In this work
we have the expertise of both automatically analyzing data
and manually evaluating it, which is a fruitful collaboration
when merging two fields.

Several scholars have dealt with issues concerning the use
of traditional content analysis on large amounts of online
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news data. However, the difficulties of conducting a tradi-
tional manual content analysis on online news with traditional
methods have not yet been properly discussed (with a few ex-
ceptions see e.g. [Karlsson and Sjøvaag, 2015]). We believe
that our method is a step forward to develop and expand tradi-
tional content analysis within media studies, such that it can
be applied on large data sets, without the need to perform time
consuming manual analysis.

We were able to compress a corpus of 11.000 news ar-
ticles, comprising 19.186 sentences mentioning “klimaen-
dring*” (climate change) into a small set of 359 structures.
We only focused on a small portion of the corpus (around the
key term climate change), but since the induction process is
unsupervised, we believe that this approach can be applicable
to various types of corpora.

The different keyphrases present in the breakdown of the
structures’ V-groups showed that the structures can identify
some of the most important information present in a large
corpus, and clarify the content of a corpus by providing a
small overview, kind of summary, characterizing the content
of the corpus.

With regards to understanding what a news corpus is about,
and what is being discussed about important key terms, our
induced structures showed their usefulness in capturing terms
and phrases, and providing small overviews that enable finer-
grained analysis, classification, indexing and text retrieval
from a large corpus.

An additional apparent advantage of the induced structures
is their ability to group together alternative keyphrases that
refer, in different ways, to the same concept. We can see this
as a potential to uncover how an issue is framed differently
from the various angles of a discussed issue. But we also
see the need to improve the method to reduce the amount of
structures classified as “Other”.

We have proposed and evaluated a novel idea of using au-
tomatically induced structures as keyphrases for analyzing
large news corpora. We foresee media scholars, and journal-
ists, exploring a list of induced structures as a first step to get
an overview of the content of large corpora, and to identify in-
teresting phenomena for further detailed analysis. We believe
that our method can shed light on aspects of the content that
cannot be easily identified manually. This work indicates that
our method facilitates and improves the quality of the anal-
ysis, the quantity of the data analyzed, and offers a deeper
understanding of a large corpus.

In future work, we aim to further develop the method in
order to understand and reduce the amount of structures cate-
gorized as “Other”. We believe that a thorough analysis of the
context of these structures will enable us to categorize them
into the appropriate codebook’s categories; such that an anal-
ysis of their concordance lines, and their collocates, should
give a sufficient description of their context.

We also aim to develop an approach that will enable a bet-
ter identification of the voices present in a news article. As
mentioned earlier, it would be beneficial to add a named entity
recognition process, that will help identifying all the voices
that have been referenced. It would also be interesting to be
able to uncover who says what, and to whom. This needs a
more sophisticated computational approach that can identify

and extract the actors and their “voices”. However, both for
media scholars and journalists it is far more important to de-
fine who are the sources in the newspaper coverage, which
are not definable using our method.

In addition, it would be interesting to compare our method
to well established methods for extracting keyphrases, as well
as LDA (Latent Dirichlet Allocation [Blei et al., 2003]) which
have been extensively used for content analysis. The compar-
ison should be made on common grounds, and using human
judges to evaluate the outputs of the different methods in use.
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Abstract

This paper overviews the NewSum Toolkit toolset,
providing a full set of Natural Language Processing
tools aimed to support journalists and publishers
during the news writing phase. The toolset contains
a set of services, currently integrated in commercial
products, that can overview and summarize thou-
sands of sources (social media and news feeds) in
different languages, support automatic article clas-
sification based on existing or new taxonomies, and
facilitate slug-line generation. The overall system
builds on well-established, open technologies and
tools to provide a backbone that can empower any
publishing platform.

1 Introduction and Related work

Several advances in sub-domains of Natural Language Pro-
cessing (NLP) have, for several years, been overlooked by
the media industry, because oftentimes the efficiency of the
tools was insufficient to be applied in a real-world, open do-
main setting. Recent years have, however, redefined the re-
lation between NLP and the world of media. The redefini-
tion is related to both the changes in the mass media land-
scape [Curran, 2010] — leading to data journalism, crowd-
sourced [Brabham, 2012] and crowdfunded journalism [Aita-
murto, 2011] — but also the updated focus of scientific ef-
forts and results towards real world and industrial problems:
multi-document news summarization [Dang and Owczarzak,
2008; Giannakopoulos et al., 2011], argument summariza-
tion [Swanson et al., 2015], forum and socal media summa-
rization [Kabadjov et al., 2015] to scientific summarization
[Qazvinian et al., 2013].

Research has led a number of efforts to empower news
summarization, with the Document Understanding and
Text Analysis Conferences (e.g. [Dang, 2006; Dang and
Owczarzak, 2008]) and with NTCIR1. Throughout the years,
many different approaches on summarization have been pro-
posed, ranging from seminal works on simple, frequency
or keyword based schemas [Luhn, 1958] to latent semantic
spaces and network-based methods [Mihalcea, 2005]. How-
ever little has been done to empower the journalist. Even

1See http://research.nii.ac.jp/ntcir/ for more information.

though there exist several online tools related to summariza-
tion, most focus on the reader-consumer or to automatic sum-
marization per se. Such tools include search result summaries
(e.g. JistWeb and Ultimate Search Assistant), and single doc-
ument summarizers (TLDR Reader, ReadBorg).

In this work we overview NewSum Toolkit, which comes
to address this exact need: bringing reusable, state-of-the-art
Natural Language Processing to the journalist, empowering
news writing and publishing. We then conclude, providing a
glimpse of future extensions to the toolkit.

2 NewSum Toolkit: An overview

The NewSum Toolkit toolset can be broken down into a num-
ber of services that cover a variety of journalistic needs, as
follows.
Data gathering This service provides a number of web ser-

vices that allow management and monitoring of me-
dia sources. These sources can be news feeds (e.g.
RSS/Atom feeds), blogs and websites or social media
sources (e.g. Twitter, Facebook). This service allows
journalists to follow all their sources of interest under a
unified view.

Summarization The summarization component of the sys-
tem, implements two critical functions. First, it iden-
tifies events, as these are reported across sources. To
this end, a number of NLP methods are combined to
first measure the similarity and then group content items
(e.g. posts, articles) into events. The second function
this component achieves is that of summarization. Es-
sentially, employing language-agnostic summarization
methods based on open n-gram graph technologies [Gi-
annakopoulos et al., 2014], the system undertakes the
task to provide a snippet-based (extractive) summary of
each event. This summary aims to provide representa-
tive information, while removing the expected (and of-
ten extreme) redundancy from the varying sources. The
system ascertains that the summary contains all the links
back to the original sources, allowing verification and
minimizing error.

Trend detection In the trend detection component, events
are followed throughout their life-span to detect impor-
tance over time. Using varying windows of time, an
importance index is calculated, which represents overall
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and instantaneous trend. The output of this component
allow for the ranking of incoming events and can help
the journalists prioritize their focus.

Automatic Classification Within the news generation pro-
cess, there exists a number of near-trivial tasks that can
take significant time, such as the annotation of news with
specific classification codes (e.g. based on the Interna-
tional Press Telecommunications Council or IPTC me-
dia topics classification2). To help journalists, the au-
tomatic classification component can suggest categories
and annotations, minimizing human effort. This compo-
nent employs machine learning techniques to improve
over time, based on the actual annotations and correc-
tions of the users.

Slugline generation Sluglines are another type of repetitive
and time-consuming task that NewSum Toolkit comes to
support: a slugline contains a few keywords and phrases,
aiming to outline the setting of an event. Based on
named entity recognition and keyword extraction meth-
ods, the system undertakes the task of suggesting a slug-
line, which can then be finalized by the journalist.

Overall, the above set of tools have been created to facili-
tate the whole life-cycle of news generation, from the identi-
fication of important (or potentially important) events, to the
actual writing of the article. The system is built to be applica-
ble over a large range of languages, with minimal fine-tuning,
since it relies on mostly language-agnostic approaches. Fur-
thermore, each component has been implemented with a par-
allel execution approach and easy cloud-based integration,
making the system “big-data”-enabled and allowing scaling
to tens of thousands of sources with minimum effort.

In the following paragraphs we elaborate on the NewSum
Toolkit components, providing some insights on the related
technical approach and provided outputs.

2.1 Data gathering

The data gathering service supports RSS/Atom feeds, blogs,
web pages scraping (through customization), and different
kinds of social media, i.e. Twitter, Facebook, etc. The ser-
vice is designed in an easily extensible way, to support other
kinds of sources with ease. The news/blogs/web sites module
operates regularly and updates the database with new entries,
avoiding duplication, while the social media modules are tar-
geted on a supplied — by the journalist — group of accounts,
which are monitored in short time intervals.

The module is known to operate well on an 8-CPU core
server with 16GB of RAM, in a setup of more than 1000
sources (including 200 monitored social media accounts)
with a 15 minute refresh interval. The news module uses a
distributed NoSQL solution (mongoDB, cf. [Abramova and
Bernardino, 2013]) as a persistence mechanism, while the so-
cial media data are temporarily stored in a relational database
— due to a more relational structure of the content. Further
processing unifies the metadata in mongoDB to improve scal-
ability.

2See http://cv.iptc.org/newscodes/ for more information regard-
ing IPTC codes.

The RSS/blog/web sites module is built using open source
Java libraries, covering RSS feed parsing and HTML page
(DOM) parsing. For the social media data gathering, New-
Sum Toolkit utilizes the corresponding most popular open
source Java libraries for each respective medium (Twitter,
Facebook, etc.), which build upon the corresponding REST
APIs (e.g. Twitter API, Facebook Graph API).

Once again, the data gathering is a highly parallelizable
process, which allows for scalability in both storage and exe-
cution.

2.2 Summarization

Summarization in NewSum Toolkit is a three stage process.
In the first stage, documents are grouped into clusters that we
expect will refer to one topic or event. In the second stage,
the systems processes each cluster, determining “sub-topics”
— i.e. aspect of the topic/event discussed in the cluster doc-
uments. Then, each subtopic is represented by a set of sen-
tences that maximally cover the subtopic, with minimal re-
dundancy.

The clustering process can be broken down into the fol-
lowing individual steps: meta-data-based document group-
ing; similarity calculation within groups; determination of
clusters. The steps are elaborated below.

Initially, documents are mapped to groups according to
their meta-data, i.e. items from the same news category, etc.
Essentially, this is a blocking step to reduce the complexity
of pairwise comparisons between documents and allow effi-
cient, large scale analysis. This approach also covers a user
need which connects specific sources to be appropriate for
specific news categories (e.g. foreign policy news vs. mu-
sic industry news). The meta-data assigned to each source
are provided during the setup phase of the NewSum Toolkit.
Other meta-data may originate from the item itself (e.g. cate-
gory specification in the NewsML format of a news item).

For each item pair, specific similarity measurements are
extracted, which are then combined with heuristic rules to
determine pairs of related documents. The similarity mea-
surements use pre-processing and text analysis to extract a
number of features, related to named entities and morpholog-
ical characteristics of the text.

Given the results of this pairwise matching, the system de-
termines the transitive closure of the matching relation to de-
fine clusters. In other words, a graph is generated between
documents, where edges depict a “refer-to-the-same-event”
relation between documents. Whenever there exists a path
between two documents in this graph, the documents belong
to the same cluster. Thus, the result of the clustering is a hard
(i.e. non-overlapping) set of clusters, where each cluster of
documents is considered to represent documents referring to
the same event (cf. Figure 1).

For each topic/event cluster, we then identify what we term
“sub-topics”. A sub-topic is a cluster of sentences that is ex-
pected to reflect a specific view of a topic (e.g. the financial
vs. the political aspect). To determine these sub-topics, we
first represent sentences as character n-gram graphs [Gian-
nakopoulos et al., 2008]. We then compare all pairs of sen-
tences, based on their character n-gram representation. We
use character 3-grams and a neighborhood distance of 3 to
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Figure 1: Clustering for event detection

represent the sentences. These values have been shown to
perform well in a variety of settings. The output of this step
is a similarity matrix between sentences, based on the Nor-
malized Value Similarity (NVS) between the n-gram graphs
of the sentence pairs [Giannakopoulos et al., 2008].

We then apply Markov Clustering (MCL) [Dongen, 2000]
on the similarity matrix. The result of this process is a set
of hard clusters, identifying sub-topics. The summarization
process concludes by selecting sentences that are most rep-
resentative for the sub-topic, while limiting redundancy. To
achieve this double goal, we first create representative “cen-
troid” graphs per topic. We then form n-gram graphs for ev-
ery candidate sentence. Then we sort candidate sentences
based on the similarity of their graph to the representative
graph of the sub-topic. Then, we run through the sorted can-
didate list, removing sentences that appear too similar (i.e.
surpass a similarity threshold between each other).

The above method has been used in the MultiLing, mul-
tilingual multi-document, summarization challenge [Gian-
nakopoulos et al., 2015] with promising results (ranking in
the top 50% of systems in the overall ranking across all lan-
guages) without fine-tuning. In the industrial system we ap-
ply fine-tuning to increase the performance on target lan-
guages.

We note that the system also holds the potential to link
clusters between the news (RSS feeds) and the social media
(e.g. Twitter). To this end, we employ n-gram graph simi-
larity between the news and the social media clusters; if the
similarity exceeds a heuristically-defined threshold, we con-
nect the clusters as referring to the same topic. We illustrate
such an example in Figure 2.

2.3 Trend detection

In order for the suite to detect trending events, it groups
the news clusters (i.e. topics) into an abstraction defined as
“story”. Essentially, a story depicts the way topics are evolv-
ing in a time period. The significance of a specific event is
closely related to the news sources that write about this event,
i.e. the topic size. The trend detection algorithm operates in
two ways: first it extracts the number of sources that deter-

Figure 2: A cross-media news summary

mine a story in the time window that the story exists, and sec-
ondly it looks for instantaneous trend by only checking the
topic size of the two most recent topics of the story. These
two approaches are meant to indicate two different types of
trends: instantaneous trend, which implies topic “hotness”,
but also overall trend, which implies robustness in the signifi-
cance of topic. Essentially, the trend if the delta of the number
of sources either across two individual time-points (instanta-
neous trend) or over a span of time (e.g. two days).

The above approaches allow the journalist to shift the focus
from potentially important topics with reduced coverage —
i.e. topics with significant instantaneous trend — to topics
that persistently remain important over time, as appropriate.

2.4 Automatic classification

The goal of the automatic classification component is to sug-
gest IPTC codes (i.e. topic-related codes from a hierarchy of
formalized classes) for each news article. Our system uses
one binary classifier for each class (IPTC code). During the
prediction step a probability is computed for each class in or-
der to suggest the IPTC codes with the highest probability to
the journalist.

Annotated NewsML3 articles are used for training the clas-
sifiers for each class. We first extract the text from the
NewsLineText and DataContent tags of the NewsML file. We
then transform the extracted text to feature vectors using a
bag of words approach. Stemming procedures and TF-IDF
transformation are also used. Adapted strategies regarding
these prepossessing techniques take advantage of language-
specific resources to support several languages (e.g.English
and Greek in our current installations), but we do not elabo-
rate on these fine-tuning processes here for lack of space.

An L2 Logistic Regression [Fan et al., 2008] classifier is
used to model each class. This method is quite accurate for
binary classification, while also providing a probability for its
prediction, which can be exploited for multi-label classifica-
tion (i.e. by keeping highly confident predictions). Second
it is quite scalable and since training and prediction for each

3See https://iptc.org/standards/ for more information regarding
NewsML formats.
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class is independent to the others, it can be run in parallel to
improve scalability.

This process supports journalists in the annotation of their
stories and minimizes the related effort.

2.5 Slugline generation

Slugline generation relies mostly on Named Entity Recogni-
tion (NER), to suggest a slugline to the journalist in the time
of story writing and editing. We combine a set of entity lists
(gazetteers) from a variety of sources (name/surname lists, or-
ganizations, etc.) with NER models (based on the OpenNLP
toolkit [Baldridge, 2005]) to identify entities in the journal-
ist article. Thus, the proposed slugline contains the identified
set of entities. Ongoing work also builds upon keyword ex-
traction techniques to supplement the extracted entities in the
slugline and improve on our current approach.

2.6 User studies

We note that in the past [Giannakopoulos et al., 2014] we
had conducted user studies to identify the usefulness of the
summarization, as well as the quality of the summaries.

To answer the question of whether our system (early user
interface of the toolkit in 2013) facilitates news reading, we
performed a small scale user experience experiment, limited
to 18 Greek and 7 English beta testers [Giannakopoulos et
al., 2014]. These testers, who were recruited via an open call,
were provided a questionnaire that measured different aspects
of user experience. The question we will discuss here was ex-
pressed as “The use of NewSum allowed me to get informed
of the latest news more globally and thoroughly than before”.
The answer allowed a 5-scale response from “I totally dis-
agree” to “I totally agree”. 11 out of 18 (61%) Greek users
and 4 out of 7 (58%) English users have an answer of 4 or
5 to this question. Only 1 user per language thought that the
system did not really help (2, in the 5-scaled response). The
mean grade for Greek was 4 with a standard error of 0.24;
for English the mean was 3.86 with a standard error of 0.46.
Thus, these preliminary results indicate that users tend to be-
lieve that using the summaries can improve their news read-
ing, fulfilling its purpose.

Two more user studies [Giannakopoulos et al., 2014] on
closed and open beta versions of the summarization system.
The latter evaluation, which featured an improved version of
the summarization system, returned 720 ratings mapped to
individual users. 267 ratings were for English summaries
and 453 for Greek, showing promising performance but also
holding more findings. The overall rating distribution over all
users and languages are shown in Figure 3.

The first finding of this study was that the language and
the user are highly statistically significant factors for the re-
sults, and this was also shown by the average performances:
for Greek the average was 4.14 (with a standard deviation of
1.07), while for English the average was 3.73 (with a stan-
dard deviation of 1.34). This showed that fine-tuning may
make sense on individual languages and later versions of the
system have this ability. In both languages the average perfor-
mance was good, with more than 90% of the summaries hav-
ing an acceptable (or better) grade for Greek and more than
80% for English. For a detailed description of the setting and

Figure 3: User study evaluation results over all languages and
users

Figure 4: A summary snapshot of the web-based demonstra-
tor of the NewSum Toolkit

findings, please consult the original work [Giannakopoulos et
al., 2014].

In recent interfaces of the system, such as the one dis-
played in Figure 4, ratings are inherently supported to further
improve the performance of the system over time (cf. Fig-
ure 4). A demonstrator can be found in the following URL:
http://newsumontheweb.org/.

2.7 Challenges faced and lessons learnt

The combination of all the above technologies under a sin-
gle product holds several challenges. We briefly describe the
main challenges per module.

In data gathering, there exists a variety of embedded infor-
mation even in RSS feeds. This information can vary from
videos to advertisements. Oftentimes, the news feed itself is
a flawed implementation of protocols, which provides par-
tially malformed data. Thus, the integration of sources usu-
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ally needs human effort to both clean-up and maintain over
time.

In summarization, there exist domains where the clustering
similarity threshold value varies significantly. In some cases,
e.g. highly focused domains such as the car industry, the iden-
tifying elements are not topic-related terms, but rather named
entities (car brandsor models). Thus, one needs to support
several types of clustering algorithms, based on different fea-
tures. We have also understood that cluster precision (being
precise in what you put in the summary) is more important
than recall (adding all related conent to the summary). The
perceived value of the summary is significantly undermined
if one sees irrelevant text (even a single piece) in the sum-
mary.

In classification, the training data offered per category
heavily affect the performance of a classification — as ex-
pected in most classification settings. Thus, the user needs
to be informed on best practices for the training of new cat-
egories. Oftentimes, returning a confidence per classification
decision that the system took can further improve the useful-
ness of the system.

Finally, in slugline generation, fine-tuning is needed to
achieve a balance between precision and recall. As an exam-
ple, exhaustive name lists often include names that are also
location names (e.g. Thessaloniki as a location and as a per-
son name). Pragmatic knowledge biases our human view of
the entity (Thessaloniki is almost always used as a location)
and such knowledge needs to be integrated into the system to
avoid misclassifications.

Overall, the automated algorithms form a robust basis,
which however needs adjustments to provide production-
level performance per domain of application.

3 Conclusion and future work

In this paper we overview the NewSum Toolkit toolset, aimed
at empowering journalists through Natural Language Pro-
cessing and Machine Learning tools. The toolset supports
a number of stages in the story writing, from gathering in-
formation, to detecting important topics and writing the final
text. NewSum Toolkit is essentially an infrastructure that can
be integrated with any platform and tool through a friendly
API, taking advantage of the cloud infrastructure and scal-
able, parallel algorithms to cope with the big data environ-
ment.

In the future plans we include a time-line view of news,
supporting the journalist in the documentation of an event, by
providing easy access to past knowledge. We also foresee a
real-time editor module, empowered with automatic sugges-
tions related to writing style, and with enrichment features
that will use linked open data standards to annotate articles,
to improve their publication efficiency.
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Abstract
This paper investigates the application of text clas-
sification methods to investigate diatopic variation
in Portuguese journalistic texts. We compare the
language used in Portuguese newspapers written in
Brazil, Macau, and Portugal under the assumption
that the more similar language varieties are, the
more difficult it is for algorithms to discriminate
between them. We present two sets of experiments:
in the first one we use original texts and in the sec-
ond one we use texts with blinded named entities to
remove country-specific expressions. Our results
indicate that the language of Portuguese newspa-
pers published in Macau is substantially more sim-
ilar to the language used in European newspapers
than that used in Brazilian newspapers.

1 Introduction
Portuguese is a pluricentric language (co-)official language
in nin countries and in Macau, a special administrative region
of China with a population of around 650,000 people. Por-
tuguese is spoken by a minority of the Macanese population
(between 5% and 10%). It coexists with Cantonese, spoken
by over 90% of the population, and Macanese, a Portuguese-
based creole. In Macau, Portuguese is used for official com-
munication in street signs, official documents, and media in-
cluding a Lusophone TV channel, radios, and newspapers.

In this paper we propose the use of text classification meth-
ods to study the language used in Portuguese newspapers
published in Macau in comparison to newspapers published
in other Lusophone countries, namely: Brazil and Portu-
gal. There have been a number of studies on the differences
between Portuguese language varieties and on Portuguese
and Portuguese-based creoles in Macau [Baxter, 1992; 1996;
Amaro, 2016], however, to the best our knowledge, no study
has been carried out in order to investigate the current lan-
guage of journalism in Macau. A similar study [Zampieri and
Gebre, 2012] has shown that Brazilian and European newspa-
per texts use substantially different language and that a sys-
tem trained on character and word n-grams can distinguish
between them with 99.8% accuracy.

Our work is related to recent studies which apply text clas-
sification methods for discriminating between texts written

in different national language varieties or dialects [Lui and
Cook, 2013; Maier and Gómez-Rodrıguez, 2014; Malmasi
and Dras, 2015a; Malmasi et al., 2015]. It has been argued
that such experiments are useful to level out differences be-
tween corpora for further linguistic analysis [Zampieri et al.,
2013; Ciobanu and Dinu, 2016]. We agree with this claim
and we analyze the most informative lexical features used in
our experiments in Section 4.1.

The question we aim to answer in this paper is:
• Are there substantial differences between the language

used in newspapers published in Macau and those pub-
lished in other Lusophone countries?

In addition to the historical cooperation and exchange be-
tween Macau and Portugal in areas such as trade and culture,
many Portuguese speakers currently living in Macau are actu-
ally Portuguese expats. The hypothesis we would like to test
is whether, despite the great geographical distance between
Macau and Portugal, both of the aforementioned factors in-
fluence journalists based in Macau to use a language that is
similar to the European Portuguese standard.

2 Methods
2.1 Corpus
In this paper, we use the three Portuguese sub-corpora from
Brazil, Macau, and Portugal (hereafter BR, MO, and PT)
available in the dataset of the 2015 edition of the Discriminat-
ing between Similar Languages (DSL) shared task [Zampieri
et al., 2015], the DSL Corpus Collection (DSLCC) version
2.1 [Tan et al., 2014].

The DSLCC is a collection of journalistic texts compiled
from multiple sources, including previously released corpora,
containing short text excerpts sampled from various news-
papers.1 According to the information provided by the au-
thors of the DSLCC, Macanese texts were compiled from two
newspapers: Tribuna de Macau and Hoje Macau.2,3

The three Portuguese sub-corpora combined contain a total
of 54,000 excerpts (documents) and each document contains
between 20 and 100 tokens. Table 1 presents the number of
documents and types in each sub-corpus.

1A list of sources is available in [Tan et al., 2014].
2http://jtm.com.mo/
3http://hojemacau.com.mo/
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Tokens Types Documents
BR 602,684 41,419 18,000
MO 547,479 32,547 18,000
PT 582,420 36,313 18,000
Total 1,732,583 - 54,000

Table 1: Number of Tokens, Types, and Documents in the
DSLCC BR, MO, PT sub-corpora

2.2 Computational Approach
We approach the task using a text classification system based
on a linear SVM classifier implemented in LIBLINEAR [Fan
et al., 2008]. SVMs proved to deliver very good performance
in discriminating between language varieties, achieving first
place in both the 2015 [Malmasi and Dras, 2015b] and 2014
[Goutte et al., 2014] editions of the DSL shared task.4

We use unigram and bigram language models to capture
lexical and lexico-syntactic differences between the newspa-
pers published Brazil, Macau, and Portugal. Unigram lan-
guage models have been used to discriminate between Brazil-
ian and European Portuguese newspapers texts with results of
over 99% accuracy by [Zampieri and Gebre, 2012].5 In this
study researchers pointed out that lexical variation and ortho-
graphic differences play an important role in the task.

We evaluate the performance of our method using standard
NLP evaluation metrics such as precision (P), recall (R), and
f-score (F) for multi-class classification and accuracy (A) for
binary classification settings. All results are presented using
k-fold cross-validation, with k = 10. We consider random
baseline as the baseline performance for this task. This means
33% accuracy for classification sets containing three classes
and 50% accuracy for binary classification settings.

3 Results
In our first experiment, we apply the aforementioned SVM
classifier to discriminate between the three corpora. We re-
port precision, recall, and f-score in Table 2.

Features Class P R F

Unigrams
BR 0.87 0.90 0.88
MO 0.78 0.76 0.77
PT 0.76 0.75 0.75
Average Scores 0.80 0.80 0.80

Bigrams
BR 0.82 0.91 0.86
MO 0.78 0.72 0.75
PT 0.74 0.72 0.73
Average Scores 0.78 0.78 0.78

Table 2: Three-way classification (BR, MO, PT)

The classifier achieves an average performance of 80% f-
score using unigrams and 78% f-score using bigrams suggest-
ing that the lexical differences are the most informative infor-
mation in this task. We observed that performance varies sub-
stantially among the classes. Using unigrams performance is

4See [Goutte et al., 2016] for a comprehensive evaluation.
5It should be noted that in [Zampieri and Gebre, 2012] the au-

thors use full texts containing up to 500 tokens.

higher for the Brazilian class (88% f-score) than for Macau
(77% f-score) and Portugal (75% f-score). We investigate the
performance variation by analyzing the confusion matrix of
the word unigram results in Figure 1.

Figure 1: Confusion matrix for three-way classification

The confusion matrix shows that there is substantial confu-
sion between MO and PT texts whereas BR texts are always
the easiest to identify. To investigate this further we conduct
binary classification experiments in which the algorithm is
trained to choose between texts from only two countries at a
time. We present accuracy results in Table 3.

Features Newspapers Accuracy

Unigrams
BR vs. PT 0.91
BR vs. MO 0.93
MO vs. PT 0.79

Bigrams
BR vs. PT 0.89
BR vs. MO 0.91
MO vs. PT 0.77

Table 3: Binary classification results

The algorithm achieves very good performance, 91% accu-
racy, when discriminating between BR and PT texts using
unigrams which corroborates the findings by [Zampieri and
Gebre, 2012]. The method achieves even higher performance,
93% accuracy, discriminating between BR and MO texts us-
ing unigrams. We investigate the reasons for this high perfor-
mance in Section 4.1. The performance of the classifier dis-
criminating between MO and PT texts is substantially lower
than the other two. These outcomes confirm our hypothesis
that currently Macanese newspaper texts are similar to the
European Portuguese standard.

It is well known that named entities (NE) such as people,
places, and organization play an important role in this task.
To investigate the influence of NEs in classification we pro-
pose a second round of experiments presented next section.

3.1 The Influence of Named Entities
It is safe to assume that texts published in Portugal are more
likely to refer to Lisbon and to the European Union than
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Macanese texts and that texts from Brazil are very likely to
include names of famous Brazilian people and places. We
observed this phenomenon in the analysis of the most infor-
mative features obtained in the experiments described in Sec-
tion 3. To diminish the influence of country-specific expres-
sions in classification we replicate an experiment proposed in
the second edition of the DSL shared task. The experiment
consists of substituting most named entities in text by place-
holders #NE#. The DSL approach to named entity removal
addresses only capitalized proper nouns and all words which
are not capitalized are left in text.6 Below is an example of
how texts are represented before and after this substitution:

(1) Compara este sistema às indulgências vendidas pelo
Clero na Idade Média, quando os fiéis compravam a
redenção das suas almas dando dinheiro aos padres.

(2) Compara este sistema às indulgências vendidas pelo
#NE# na #NE# #NE# quando os fiéis compravam a
redenção das suas almas dando dinheiro aos padres.

We use texts produced after NE substitution firstly in a three
way classification setting involving BR, MO, and PT texts.
We used word unigrams as features because these were the
best performing features presented in the last section. In Ta-
ble 4 we include a column Diff. which contains the difference
between the f-scores obtained using original texts and texts
with NE substitution in percentage points.

P R F Diff.
BR 0.83 0.86 0.84 -4 pp
MO 0.70 0.72 0.71 -6 pp
PT 0.70 0.65 0.67 -8 pp
Average Scores 0.74 0.74 0.74 -6 pp

Table 4: Blind NE - Three-way classification (BR, MO, PT)

In this setting we observed that BR texts were again the eas-
iest to identify. However, the performance of the algorithm
identifying PT texts dropped 8 percentage points. We repeat
the binary experiments without NEs and present results in
terms of accuracy in Table 5.

Newspapers Accuracy Diff.
BR vs. PT 0.88 -3 pp
BR vs. MO 0.90 -3 pp
MO vs. PT 0.74 -5 pp

Table 5: Blind NE - Binary classification results

The results obtained by the classifier when discriminating be-
tween MO and PT texts were worse than when using the set-
tings featuring the BR class (Table 5). Moreover, we observed
a performance drop of 3 percentage points for the two set-
tings including BR texts whereas the result obtained by the
algorithm discriminating between MO and PT texts without
NE were 5 percentage points lower. This once again suggests
that BR texts are substantially different from both MO and

6We used the script provided by the DSL shared task organizers:
https://github.com/alvations/bayesmax/tree/master/bayesmax

PT texts. Finally, we observed a performance drop from 3 to
8 percentage points in all settings which confirms that named
entities play an important role in this task. However, as men-
tioned earlier in this section, not all named entities were re-
moved from texts, and in the most informative features we
find a number of expressions which are country-specific. We
discuss this in more detail in the next section.

4 Discussion
4.1 Feature Analysis
Our results show that BR newspapers can be identified with
over 90% accuracy. Our analysis of the most informative fea-
tures indicate that this is mostly due to orthographic conven-
tions, for example mute consonants used in Portugal (direc-
tor) and not used in Brazil (diretor), and because of words
that are more frequently used in Brazil than in other Por-
tuguese speaking countries, for example você (EN: you). The
top ten most informative features are presented in Table 6.

The method discriminates between texts from PT and MO
using original texts and texts without most NEs with 79%
and 74% accuracy respectively. This represents above chance
(50%) performance, but it is still substantially worse than the
performance obtained by the classifier when discriminating
between texts from BR and MO or BR and PT. According
to our feature analysis, texts from PT and MO were identi-
fied mostly relying on country-specific words. Using orig-
inal texts, half of the top ten most informative features in
PT texts are names of Portuguese regions or cities such as
Leiria, Aveiro, Braga, Algarve, and Minho are among the top-
10 most informative lexical features in MO texts after NE re-
moval we find patacas (the Macanese currency), chinesa, and
macaense, all of them country-specific.

Answering the question posed in the introduction, our clas-
sification results and the analysis of the most informative fea-
tures suggest that there are substantial differences between
the language used in BR and MO newspapers in terms of or-
thography and lexicon, but not between MO and PT texts. Al-
though the SVM classifier was able to discriminate between
MO and PT texts with above chance performance, the algo-
rithm did not achieve very high performance and it relied
mostly on NEs and country-specific expressions rather than
on lexical or orthographic variation. MO and PT texts use
the same orthography which is different from that used by
BR texts. The assumption that newspapers texts from MO
and PT are very similar was confirmed and we would like to
investigate this in future work using other sets of features.

4.2 Visualization - Cluster Dendograms
To test the validity of the results obtained using supervised
classification methods, we apply hierarchical clustering to ob-
tain dendograms of the three language varieties. For this pur-
pose we used the top 100 overused unigrams in MO articles
(without NE removal) which in the supervised setup were the
most helpful features for the MO class in distinguishing be-
tween BR, MO, and PT texts.

We first consider all texts from the same language vari-
ety as one cohesive dataset and merge them into one docu-
ment, thus obtaining three large documents corresponding to
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Rank BR Orig. BR No-NE MO Orig. MO No-NE PT Orig. PT No-NE
1 equipe equipe Macau patacas concelho concelho
2 prefeito prefeito patacas território euros euros
3 projeto time território chinesa freguesia freguesia
4 fato fato Serviços actriz autarquia autarquia
5 time projeto actriz chinês Leiria portagens
6 você você China residentes Aveiro distrital
7 diretor diretor chinesa casinos Braga âmbito
8 ações equipes Chan macaense Algarve autarcas
9 atividades gol Kong territórios Minho orçamento

10 atual ação Território casino Novas algarvia

Table 6: Overuse of lexical features in BR, MO, and PT texts

our three sub-corpora. Figure 2 shows the dendogram when
hierarchical clustering with the average method and Euclidian
distance is applied to the three merged sub-corpora.7

Figure 2: Dendogram of articles merged by language variety

In this simple dendogram we can see that the MO and PT
datasets are displayed in the same branch of the dendogram
whereas the BR dataset stands out. To confirm this, we sub-
sequently carried out hierarchical clustering in five iterations
over 16 randomly sampled articles from each sub-corpora (48
documents in total).8 Figure 3 shows one of these iterations.
MO articles are generally clustered much faster and closer to
PT articles than to BR ones.

The use of hierarchical clustering confirms the results ob-
tained using supervised text classification and indicates that
the language used in articles published in Macau is substan-
tially more similar to the language used in Portuguese news-
papers than that used in Brazilian newspapers.

5 Conclusion
In this paper we proposed a supervised text classification ap-
proach to the study of language variation in Portuguese news-
papers. Along with text classification we carried out a con-
cise yet informative linguistic analysis of the most informa-
tive features in classification and we experimented with hi-
erarchical clustering and dendograms to confirm the results
obtained in the text classification experiments.

We focused on journalistic texts published in Macau in
comparison to those published in Brazil and Portugal. We

7We used the linkage and dendogram methods in SciPy [Jones et
al., 2001] and matplotlib to obtain this image.

8The number of documents used in this step was defined to opti-
mize the dendogram visualization.

used short excerpts of texts available in the DSL Corpus Col-
lection (DSLCC) version 2.1 [Tan et al., 2014]. Our results
confirmed our initial hypothesis that the language used in Por-
tuguese newspapers published in Macau is much more similar
to the language used in texts published in Portugal than to the
one used in Brazilian newspapers.

We provided quantitative and qualitative evidence that
journalistic texts published in Brazil and Macau differ sub-
stantially from each other. Our SVM classifier using a un-
igram language model can discriminate between texts from
these two countries with 93% accuracy. Our results indi-
cate that the same is not true for texts from Portugal and
Macau. Texts from these two corpora could not be easily dis-
tinguished from each other by the SVM classifier. The anal-
ysis we carried out on the most informative features indicate
that the main differences between texts published in Macau
and Portugal captured by the classifier are country-specific
expressions such as place names, currency name, etc.

5.1 Future Work
Our paper is, to the best of our knowledge, the first attempt
to study the language of Portuguese newspapers published
in Macau using NLP methods. We would like to test other
features in future work such as word trigrams, POS tags and
other forms of delexicalized text representations [Lui et al.,
2014] to investigate whether there are specific grammatical
constructions prominent in Macanese journalism that are not
used so often in the other two Portuguese varieties. In future
work we would also like to investigate variation in the style of
texts published in the newspapers from these three countries.
To this end we are using readability metrics such as sentence
length and lexical density.

Finally, we would like to investigate whether native speak-
ers of different Portuguese varieties are able to discriminate
Macanese texts from Brazilian and European texts. [Ács et
al., 2015; Goutte et al., 2016] report that classification algo-
rithms are able to obtain higher performance than humans dis-
tinguishing between Brazilian and European texts. We would
like to investigate if this is true for Macanese texts as well.

Acknowledgments
Liviu P. Dinu was supported by UEFISCDI, PNII-IDPCE-
2011-3-0959.

50



Figure 3: Hierarchical clustering of random sampled articles
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Abstract
We take inspiration of computational and data
journalism, and propose to combine techniques
from information extraction, information aggrega-
tion and visualization to build a tool identifying
the evolution of alliance and opposition relations
between countries, on specific topics. These rela-
tions are aggregated into numerical data that are
visualized by time-series plots or dynamic graphs.

1 Introduction
Information and communication technologies have provided
tools and methods to make the production of information
more democratic. As a result, a vast amount of content is
available, which arguably creates more noise than knowledge
at the end of the day. Without hierarchical organization and
contextualization, users may lack perspective to understand
and assimilate the multiplicity of events that they come ac-
cross every day, and to link them to related events in the past.

In this context, journalists and technologists developed the
notion of “data journalism”, which takes advantage of the
growing popularity of Open Data, the development of struc-
tured knowledge bases such as DBPedia [Lehmann et al.,
2013], YAGO [Hoffart et al., 2013] or OpenCalais and many
others, as well as recent work in data visualization, to facil-
itate information analysis and access a variety of points of
view. However, knowledge is still far from being entirely
represented in structured databases, and much information
remains available in text format. For this reason, natural lan-
guage processing has a lot to offer to modern journalism.

In this paper, we present a tool that automatically identifies
alliance and opposition relations between countries, on a spe-
cific subject defined by a user query (e.g. situation in Syria,
nuclear proliferation, North Pole ownership). The evolution
of the relations over time are then illustrated by a time-series
plot (see Figure 3) or dynamic graphs and maps (Figure 4).

2 Related Work
The idea of automatically finding topically related material in
streams of newswire data goes back to Topic Detection and
Tracking evaluation campaigns [Allan, 2002].

Our work contributes to this research effort and explores
the quantitative aspects of knowledge that can be extracted
from textual documents. With that respect, as well as on the
topic of alliance and opposition relations, this can be con-
nected to opinion mining. [Chambers et al., 2015] also con-
sider these relations, based on Twitter data.

We also use well-known techniques of feature-based, su-
pervised relation extraction. The aim is to identify and clas-
sify relations between two entities in the same sentence, by
learning these relations on a training, manually annotated
dataset. Examples of such works are [Miller et al., 2000],
[Kambhatla, 2004], [Boschee et al., 2005], [Zhou et al.,
2005], among many others. Our approach differs from most
works in the fact that each relation is associated to a date,
which makes the classification time-aware.

Also, we bias our classifier towards precision. This ap-
proach relies on linguistic variation and redundancy in a large
amount of documents to ensure a good coverage. It is related
to works in question-answering [Dumais et al., 2002], tempo-
ral information aggregation [Kessler et al., 2012] or opinion
mining [Turney, 2002].

3 System Overview
We apply information extraction techniques to a large amount
of newswire textual documents, in order to acquire enough
data to make significant statistics on them. These data can
then be accessed by a query-based visualization tool.

Relations that we extract are opposition (NEG) or alliance
(POS) relations between two countries, explicitly expressed
in a same sentence, such as:

(1) Indonesia voiced support for East Timor’s bid to join
the ASEAN. ! POS(Indonesia, East Timor)

(2) London’s recent condemnations of Libyan leader
Moamer Kadhafi’s bloody crackdown [...].
! NEG(U.K., Libya)

(3) Chavez has stoop up for his longtime ally Kadhafi,
[...]. ! POS(Venezuela, Libya)

The alliance or opposition can be made explicit mainly by
an action verb (protested), an event noun (condemnations)
or a state noun (ally). Countries (relation arguments) can be
designated by their actual names, the name of their capital or
of a person representing this country.
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Figure 1 shows the general architecture of the system. At
indexing time, the corpus is processed (step ¨ and Figure 2)
with chunking, coreference resolution, named entity tagging,
temporal information normalization and association between
some people names and their countries. A classifier extracts
POS and NEG relations in each sentence.

At query time, all sentences that are relevant to the query
are retrieved (Æ). For each day, POS and NEG relations are
aggregated and a tendency of this day is obtained, as well as
a trend over time (Ø). A graphical visualization of this trend
is then proposed to the user (∞ and Figures 3, 4).

4 Alliance and Opposition Classification
4.1 Resources
We used a corpus of English newswire texts provided by the
AFP French news agency. The English AFP corpus is com-
posed of 1.79 million texts that span the 2004-2013 period
(635 documents/day in average and 600 millions words).
Entities. Country, nationality and capital name lists were
extracted from the linked data repository of the CIA World
Factbook, and linguistic variations of these names were col-
lected from DBPedia. All these elements were considered as
entities potentially parts of an alliance/opposition relation.
Alliance/Opposition Gazetteers. We constituted manually a
restrained lexicon of “relation triggers” containing 110 words
used in the corpus to express alliance and opposition (and not
a more general “polarity”). These words are verbs (agree,
support, accuse, condemn, slam...), event nouns (congratula-
tion, accusation, sanction...) and other nouns (ally...).

Date Normalization. Our aim is to associate alliance and
opposition relations to dates, in order to observe the evolu-
tion of these relations in time. We used Heideltime [Strötgen
and Gertz, 2013] to normalize dates inside the documents.
Normalization is the operation of turning a temporal expres-
sion (e.g., July 26th, yesterday, Last Tuesday) into a formated,
fully specified representation (2013-07-26).
Chunking. Parse trees are obtained from the Stanford
parser [Klein and Manning, 2003], and we extract minimal
chunks (NPs, VPs) from these trees.

4.2 Classification
It is important to note that we do not claim to build a generic
classifier of such relations. Our aim is to extract enough re-
lations to be able to produce realistic, substantial and sig-
nificant data about international relations between countries.
At classifier level, a good precision will be favored, because
we rely on the redundancy of information in the collection
to achieve an appropriate coverage (i.e., recall) of relations.
Therefore, we will learn a classifier to identify relations that
are expressed explicitely, in the same sentence.
Training Set. We randomly selected sentences containing
at least two entities separated by less than 15 chunks, and at
least one relation trigger between the two entities.

Each pair of entities satisfying these constraints are an in-
stance of the classifier, which means that one sentence can
lead to several instances. e.g., in:

(4) In Jerusalem, Prime Minister Silvio Berlusconi
pledged Italy’s firm support for Israel and urged
effective sanctions against Tehran.

Entities are in bold and relation triggers in italics. Rela-
tions to classify are then {Italy (S. Berlusconi), Israel}, {Italy
(S. Berlusconi), Iran (Tehran)}, {Italy, Israel}, {Italy, Iran
(Tehran)} and {Israel, Iran (Tehran)}. The resulting relations
would be NEG(Italy, Iran) and POS(Italy, Iran).

We annotated 2105 such instances with relation NIL (no
relation, 1463 instances), NEG (opposition, 349 instances)
and POS (alliance, 293 instances).
Classifier. Sentences do not differ in their structure whether
they express alliance or opposition. Entities have the same
kinds of interactions with each other. Only the polarity of
trigger words matters. Therefore, we implement a two-step
SVM classification:

A. Filtering out pairs that have no relation at all, i.e. classi-
fying between NIL and non-NIL relations;

B. Among non-NIL relations, classifying between POS and
NEG relations;

These classifiers were evaluated by a 10-fold cross-
validation. Results are presented in Table 2. The final model
used for next steps is trained with all annotated instances.

5 Time-Aware Aggregation and Visualization
The alliance classifier described in previous section extracts
a total of 330,222 instances of relations from the corpus. If
a date has been identified and normalized in a sentence, then
this date stamps the sentence. If Heideltime was unable to
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STEP A
Entities
- Distance between entities, sentence length, positions of entities
- Type of E1 and E2 (capital, person name, country name)
- Number of entities around and inside entities
Lexical features
- Presence, number and type (verb, noun) of triggers around or
between entities.
- Negation between E1 and E2

- Among 20 most frequent prepositions in the corpus: those oc-
curring just before and just after E1 or E2

Syntactic features
- Whether E1 (resp. E2) is the head of its chunk, size of chunks
- Number of verbs, nouns around entities

STEP B
Distinction between NEG and POS triggers, negation
- Number of positive (resp. negative) triggers in the sentence
- Number of positive (resp. negative) triggers around entities
- Negation marks

Table 1: Features used for the classifiers A and B.

Relation Precision Recall F1
Step A non-NIL 0.82 0.76 0.79

NIL 0.90 0.93 0.91
average 0.87 0.88 0.87

Step B POS 0.95 0.99 0.97
NEG 0.99 0.95 0.97
average 0.97 0.97 0.97

A + B POS & NEG 0.80 0.73 0.76

Table 2: 10-fold cross validation results for the al-
liance/opposition classifier.

normalize the date, then the sentence is skipped. Otherwise
(no date found), the document creation time stamps the sen-
tence. A typical query is then composed of a few keywords
representing the topic, a temporal interval (minimum of max-
imum dates) and zero or more country names on which the
user wants to restrict relation extraction.

For all pairs of considered countries, inside the same day d,
the weight for the pair and the day d is:

w(d) = log(
1 + P (d)

1 +N(d)
)

where P (d) and N(d) are the number of POS and NEG re-
lations between the two countries. w(d) is a number between
�1 and +1, where w = 0 is neutral, w < 0 is an opposi-
tion and w > 0 is an alliance. The noise is then reduced by a
weighted mean smoothing over a temporal window of 5 days.

5.1 Visualization
For bilateral relations (field countries containing two items),
we provide the user with a time-series plot representing
sw(d), and show them on demand the sentences which led
to this value. Figure 3 shows an example of results concern-
ing the relations between United States and Russia (“coun-
tries:United States AND Russia”) concerning the situation in
Syria (“keywords:syria”).

When zero, one or more than two countries are specified
by the user, we generate a graph of countries, where the dis-
tance between vertices reflects the opposition between the
countries in a given time span (Figure 4). We use the Barnes-
Hut force-directed layout algorithm, where a value between
two vertices is considered as a repulsive force. The color of
the nodes reflects the their proximity with each other (using a
first-neighbor shortest path algorithm).

For this algorithm, we need to transform our weights
sw(d) into positive numbers (repulsive forces). We also need
to damp the noise and the variations of the weights that are
introduced by the volume of data. For example, two positive
values of 1 and 3.5 (diff. = 2.5) should be considered as close
to each other, while a positive value of 1 should be far from
a negative value of -1 (diff. = 2). This kind of effects can
be corrected by a “S-shaped”, logistic function, that models a
level of saturation after an approximately exponential growth
(or, in our case, decrease):

sw

0(d) = 1� 1

1 + e

�sw(d)
(5)

This function levels off high weights (both negative and
positive), increases differences between positive and negative
values and thus helps reducing noise without having to dis-
cretize values arbitrarily. Resulting numbers are all positive,
between 0 and 1, where 1 is a strong opposition (then, repul-
sion in the graph) and 0 is a strong alliance (attraction in the
graph), while 0.5 is neutral.

5.2 Evaluation
Evaluating the relevance of the produced trends is very sub-
jective and would require a high level of expertise in every
tested domain. Even if this work is carried out in collabora-
tion with journalists, we cannot afford such an effort. That
is why we opted for a protocol that is at the same time more
objective and easier to conduct:

1. We chose 14 queries with the following information:
names of two countries (or unions of countries) involved
in the relation, and an optional keyword-based thematic
restriction. We selected queries having potentially a
high density of extracted relations (e.g. North Korea vs.
South Korea, or Russia vs. United Nations on “Syria”),
as well as sparser topics (France vs. Germany on “aus-
terity”, China vs. Japan on maritime affairs).

2. On the resulting plot, we selected up to 5 strong
peaks — abs(sw(d)) > 1 — and 5 weak peaks —
abs(sw(d))  1 (total of 97 relations).

3. For each of these peaks, we estimated whether the polar-
ity of the peak was relevant or not. For that purpose, we
seeked news articles from a time-stamped web collec-
tion that was not part of the tested collection, in order
to validate whether the two countries rather agreed or
opposed at the date indicated by the peak. This is still
a heavy task, which explains the low number of tested
instances.

The accuracy of strong peaks is 0.90, making them highly
reliable. Accuracy of weak peaks is 0.702. Note that very
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Figure 3: Example of plot produced by the system for bilateral relations between United States and Russia on the query “Syria”.
The bottom left frame shows sentences corresponding to the user-selected date (Sep. 17, 2013). Circled numbers have been
manually added to the screenshot. They correspond to: ¨ Mutual accusations of supplying arms to Syrian authorities or
opposition (bad relation, sw(d) << 0); ≠ Planning of a meeting to discuss the problem (better relation, sw(d) > 0); Æ Vetos
of China and Russia for United Nations resolutions; Ø Announcement of a peace conference; ∞ Agreement at this conference.

Figure 4: Example of graph produced by the system for relations between different states on the query “syria”, for the year
2012. The graph is based on information collected in 18,582 sentences. Edge colors indicate the kind of relation (from dark red
for strong alliance to dark blue for strong opposition), and vertice colors reflects proximity of countries with each other.

small peaks (< 0.4) are far less reliable. A better data smooth-
ing could reduce this problem.

6 Discussion and Perspectives
The system described in this paper shows that it is possible to
use NLP techniques to aggregate information and provide re-
liable numerical data that could hardly be obtained in another
way. This kind of NLP-driven data journalism can bring sig-
nificant added value to journalists, as well as end users, in
many fields. This opens the way for many applications of the
same kind, for studying relations between people, countries,
organisations in any domain.

The main guidelines for building such a system are:
• Think about precision first. Do not neglect recall, since

it is all about getting data, but the vast amount of infor-
mation can make up the lack of coverage.

• High variation in the corpus is better than low variation,
to have more chance to get data from your accurate clas-
sifier, and to give less importance to misclassifications.

• Smoothing the resulting data within temporal windows
and correcting them with logistic functions is essential
for hiding errors and producing reliable information.

• Make it time-aware. Interests are two-fold: some data
are valid only in a limited time range, and the evolution
of data can be a main interest of the study.

A wide new range of knowledge can thus become available
to data journalists, who generally make use of factual data
from structured bases. Such applications would bring high
added value to the final users, in terms of aggregation, contex-
tualization and hierarchical organization of information. We
need however to reduce drastically the amount of needed su-
pervision in order to make NLP enter the journalism world.
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Moriceau, and A. Bittar. Finding Salient Dates for Build-
ing Thematic Timelines. In Proceedings of the 50th An-
nual Meeting of the ACL, 2012.

[Klein and Manning, 2003] Dan Klein and Christopher D.
Manning. Accurate Unlexicalized Parsing. In Proceed-
ings of the 41st Meeting of the ACL, 2003.

[Lehmann et al., 2013] J. Lehmann, R. Isele, M. Jakob, A.
Jentzsch, D. Kontokostas, P. N. Mendes, S. Hellmann, M.
Morsey, P. van Kleef, S. Auer, and C. Bizer. DBpedia - A
Large-scale, Multilingual Knowledge Base Extracted from
Wikipedia. Semantic Web Journal, 2013.

[Miller et al., 2000] S. Miller, H. Fox, L. Ramshaw, and R.
Weischedel. A novel use of statistical parsing to extract
information from text. In Proceedings of NAACL, 2000.

[Strötgen and Gertz, 2013] J. Strötgen and M. Gertz. Mul-
tilingual and Cross-domain Temporal Tagging. Language
Resources and Evaluation, 47(2):269–298, 2013.

[Turney, 2002] P. D. Turney. Thumbs Up or Thumbs Down?
Semantic Orientation Applied to Unsupervised Classifica-
tion of Reviews. In 40th Annual Meeting of the ACL, 2002.

[Zhou et al., 2005] G. Zhou, J. Su, J. Zhang, and M. Zhang.
Exploring various knowledge in relation extraction. In
Proceedings of the 43rd Annual Meeting of the ACL, 2005.

56



Semantic and Context-aware Linguistic Model for Bias Detection

Sicong Kuang Brian D. Davison

Lehigh University, Bethlehem PA
sik211@lehigh.edu, davison@cse.lehigh.edu

Abstract

Prior work on bias detection has predominantly re-
lied on pre-compiled word lists. However, the ef-
fectiveness of pre-compiled word lists is challenged
when the detection of bias not only depends on the
word itself but also depends on the context in which
the word resides. In this work, we train neural lan-
guage models to generate vector space representa-
tion to capture the semantic and contextual infor-
mation of the words as features in bias detection.
We also use word vector representations produced
by the GloVe algorithm as semantic features. We
feed the semantic and contextual features to train
a linguistic model for bias detection. We evaluate
the linguistic model’s performance on a Wikipedia-
derived bias detection dataset and on a focused set
of ambiguous terms. Our results show a relative F1
score improvement of up to 26.5% versus an exist-
ing approach, and a relative F1 score improvement
of up to 14.7% on ambiguous terms.

1 Introduction

Bias in reference works affects people’s thoughts [Noam,
2008]. It is the editor’s job to correct those biased points
of view and keep the reference work as neutral as possi-
ble. But when the bias is subtle or appears in a large cor-
pus, it is worth building computational models for automatic
detection. Most prior work on bias detection rely on pre-
compiled word lists [Recasens et al., 2013; Iyyer et al., 2014;
Yano et al., 2010]. This approach is good at detecting sim-
ple biases that depend merely on the word. Such methods are
appropriate when the word itself indicates strong subjectiv-
ity polarity or the author’s stance intuitively and straightfor-
wardly. In Examples 1a and 2a shown below1, both “terri-
bly” and “disastrous” are subjective words indicating the au-
thor’s negative emotion; the word “terrorist” in Example 3a
clearly identifies the author’s stance on the event. Use of a
pre-compiled word list is sufficient to detect such words.

1. (a) The series started terribly for the Red Sox.
(b) The series started very poorly for the Red Sox.

1All examples in this work are extracted from the dataset derived
from Wikipedia 2013 [Recasens et al., 2013].

2. (a) Several notable allegations of lip-synching have been re-
cently targeted at her due to her disastrous performances
on Saturday Night Live.

(b) Several notable allegations of lip-synching have been re-
cently targeted at her due to her poor performances on
Saturday Night Live.

3. (a) Terrorists threw hand grenades and opened fire on a
crowd at a wedding in the farming community of Patish,
in the Negev.

(b) Gunmen threw hand grenades and opened fire on a
crowd at a wedding in the farming community of Patish,
in the Negev.

However, using a pre-compiled word list also has significant
drawbacks. It is inflexible in the sense that only words ap-
pearing in the list can be detected. Words with similar mean-
ings but not collected in the list would not be detected. Thus
this method only focuses on the surface form of the word
while neglecting its semantic meaning. Focusing on the word
itself also means neglecting the context in which the word re-
sides. But some bias can only be detected when contextual
information is considered. Words associated with this kind
of bias, such as “white” in Example 4a, are often ambiguous
and hard to detect using only a pre-compiled word list. The
meaning of such words can only be clarified by interpreting
the context of the word. The modified sentence in each ex-
ample is the correct version supplied by Wikipedia editors.

4. (a) By bidding up the price of housing, many white neigh-
borhoods again effectively shut out blacks, because
blacks are unwilling, or unable, to pay the premium to
buy entry into white neighborhoods.

(b) By bidding up the price of housing, many more expen-

sive neighborhoods again effectively shut out blacks, be-
cause blacks are unwilling, or unable, to pay the premium
to buy entry into white neighborhoods.

Recent years have seen progress in learning vector space
representations for both words and variable-length para-
graphs [Pennington et al., 2014; Mikolov et al., 2013b;
Le and Mikolov, 2014a; Mikolov et al., 2013a]. In this work,
we use and build models to generate semantic and contextual
vector space representations. Equipped with semantic and
contextual information, we then build a semantic and context-
aware linguistic model for bias detection.
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2 Background

Current research in bias detection often uses both pre-
compiled word lists and machine learning algorithms [Re-
casens et al., 2013; Iyyer et al., 2014; Yano et al., 2010].
Most define the bias detection problem as a binary classifi-
cation problem. Gentzkow and Shapiro [2010] select 1,000
phrases based on the frequency that these phrases appear in
the text of the 2005 Congressional Record. They form a po-
litical word list that can separate Republican representatives
from Democratic representatives as the initial step in detect-
ing the political leaning of the media. Greenstein and Zhu
[2012] applied Gentzkow and Shapiro’s method to Wikipedia
articles to estimate Wikipedia’s political bias. Their result
shows many Wikipedia articles contain political bias and the
polarity of the bias evolves over time.

Sentiment analysis in bias detection is often used to de-
tect a negative tone or a positive tone of a sentence or a doc-
ument which should have been neutral [Kahn et al., 2007;
Saif et al., 2012]. This kind of bias in reference works is
easier to detect due to the emotional identifier it uses, usu-
ally an adjective. Recasens et al. [2013] use a pre-compiled
word list from Liu et al. [2005] to detect non-neutral tone in
reference works. Yano et al. [2010] evaluated the feasibility
of automatically detecting such biases using Pennebaker et
al.’s LIWC dictionary [2015] compared to human judgments
using Amazon Mechanical Turk in the politics domain.

We learn word and document vector representations from
two neural language models [Le and Mikolov, 2014b] and
GloVe algorithms [Pennington et al., 2014]. The word vec-
tors and document vectors are used as semantic and contex-
tual features to build a linguistic model. Below we introduce
the models and algorithm we use to learn the features.

Neural Language Model

Neural language models are trained using neural networks to
obtain vector space representations [Bengio et al., 2006]. Al-
though the vector space representations of the words in a neu-
ral language model are initialized randomly, they will even-
tually learn the semantic meaning of the words through the
prediction task of the next word in a sentence. [Mikolov et
al., 2013b; Le and Mikolov, 2014b]. Using the same idea, we
treat every document also as an unique vector. And the doc-
ument vector will eventually learn the semantics through the
same prediction task as we do for word vector.

We use stochastic gradient descent optimization algorithm
via backpropagation algorithm to train document vector rep-
resentations and word vector representations. The model that
considers the document vector as the topic of the document or
the contextual information when predicting the next word, is
called the Distributed Memory Model (dm). Since in the pro-
cess of building a dm model, word vectors in the corpus will
capture the semantic meanings; in our work, besides using the
dm model to learn document vectors as contextual features,
we also use the dm model to learn word vectors as semantic
features. The Distributed Bag of Words model (dbow) only
learns document vector representations and it is trained by
predicting words randomly sampled from the document [Le
and Mikolov, 2014b]. In this work, we also use dbow model
to learn document vectors as contextual features.

GloVe Algorithm

In both the dm and dbow models, text is trained from a
local context window. By utilizing global word-word co-
occurrence counts, the ratio of co-occurrence probabilities
are able to capture the relevance between words. Penning-
ton et al. [2014] use this idea to construct a word-word co-
occurence matrix, and reduce the dimensionality by factoriza-
tion. The resulting matrix contains vector space representa-
tions for each word. In this work, we use GloVe’s pre-trained
word vectors learned from Wikipedia in 20142 as semantic
features to train a linguistic model.

3 Approach

Our work extends the work of Recasens et al. [2013], who use
eight pre-compiled word lists to generate boolean features to
train a logistic regression model to detect biased words. In
Recasens’s work, 32 manually crafted features for each word
being considered are utilized to build a logistic regression
model. Among the features, about two thirds of their features
(20/32) are boolean features derived from the pre-compiled
word lists. Other features include the word itself, lemma, part
of speech (POS) and grammatical relation.

By using pre-compiled word lists, their method neglects se-
mantic and contextual information. Moreover, in their eval-
uation, they evaluate their model’s performance as the ratio
of sentences with the correctly predicted biased word. This
metric has two flaws: first using a word-feature matrix as in-
put, the linguistic model is a word-based classification model
and thus word-based evaluation metrics are needed; second,
to calculate the sentence-based metric, the authors obtain
the predicted probabilities for all words in the sentence—the
word with the highest probability is predicted as the biased
word. The authors’ implicit assumption is that there must ex-
ist a biased word in every sentence, which is not the case in
real-world text. Since the dataset is derived from Wikipedia,
non-biased words form the majority class and so accuracy is
not an effective metric. In contrast, we focus on the model’s
quality on detection of biased words. To address the above
problems, we use word-based evaluation metrics—precision,
recall and F1 score—to evaluate performance.

In this work, we train two neural language models us-
ing stochastic gradient descent and backpropagation, a dis-
tributed memory model and a distributed bag of words model,
to learn vector space representations to capture the contex-
tual information of each word under consideration. Our as-
sumption is that equipped with contextual information the
linguistic model should be better able to detect bias associ-
ated with ambiguous words. To tackle the problem that the
pre-compiled word list method only focuses on remembering
the form of the words in the list, we use recent approaches
from Pennington et al. [2014] and Mikolov et al. [2013a;
2014b] to obtain vector space representations that can cap-
ture the fine-grained semantic regularities of the word. We in-
corporate the semantic features and contextual features when
building a logistic regression model for the bias detection
task.

2http://nlp.stanford.edu/projects/glove/
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4 Experiment and Analysis

Since our task comes from Recasens et al. [2013], we aim
to build a linguistic model to detect framing bias and epis-
temological bias. Recasens et al. used multiple boolean fea-
tures derived from pre-compiled word lists (true if in the list,
false otherwise) to describe the target word. Our first expec-
tation is that by using the finer structure of the word vector
space using methods by Pennington et al. [2014] and Mikolov
et al. [2013a], the finer-grained semantic regularities should
become more visible and thus get better bias detection per-
formance because similar words will be classified similarly.
Second, by generating document vector space representations
to capture the context of each word, we should improve the
model’s performance on bias detection associated with am-
biguous words, since we can potentially distinguish different
uses of the same word.

We use Recasens et al.’s approach as baseline. To better
understand the behavior of the semantic features and the con-
textual features, we design our experiments to be in three sce-
narios: first we retain all the features in Recasens et al.’s work
and only add our semantic features to train a logistic regres-
sion model; second we retain all the features in Recasens et
al.’s work and add our contextual features to train a logistic
regression model; third we add both the semantic and con-
textual features. In their work, Recasens et al.’s feature space
consists (in part) of lexical features (word and POS) and syn-
tactic features (grammatical relationships). A list of all 32
features may be found in Recasens et al. [2013].

To better measure the contextual feature’s behavior in de-
tecting bias associated with ambiguous words, we extract
a focused subset of the test cases consisting of ambiguous
words (i.e., those in the training set that are inconsistently
labeled as biased). We measure the precision, recall and F1
score of the focused set before and after we add the contextual
features. The logistic regression model computes each word’s
probability to be biased. We derive a threshold probability to
decide beyond which the words should be predicted as biased
by choosing the threshold when the F1 score is maximized
on the training set, examining thresholds across (0, 1) using
intervals of 0.001.

4.1 Dataset

Wikipedia endeavors to enforce a neutral point of view
(NPOV) policy3. Any violation of this policy in the
Wikipedia content will be corrected by Wikipedia editors. As
a free online reference, Wikipedia publishes its data dumps
once per month (English version Wikipedia). By doing a diff
operation on the same Wikipedia articles from two different
Wikipedia dumps, we are able to extract the “before form”
string (the sentence with a single biased word from the old
Wikipedia article) and the “after form” string (the same sen-
tence with the biased word corrected by the Wikipedia edi-
tors) [2013]. With such a labeled data set from Wikipedia,
we are ready to build a linguistic model to automatically de-
tect biased words in a reference work.

We use the raw datset from Recasens et al. [2013] derived
from articles from Wikipedia in 2013. The biased words are

3https://en.wikipedia.org/wiki/Wikipedia:Neutral point of view

Data Number of sentences Number of words
Train 1779 28638
Test 207 3249
Focused set NA 706

Table 1: Statistics of the dataset

baseline dm doc
vec

dbow
doc vec

dm doc vec +
dbow doc vec

# features 32 332 332 632
precision 0.245 0.228 0.228 0.224
recall 0.228 0.335 0.335 0.330
F1 score 0.236 0.271 0.271 0.267

Table 2: Results on test set after adding contextual features

labeled by Wikipedia editors. However, since some details
of their data preparation are not included in their paper, our
statistics of the dataset after processing and cleaning (shown
in Table 1) are slightly different from theirs.

4.2 Baseline

For our baseline, we built a logistic regression model using
the approach of Recasens et al. [2013]. To better prepare the
data, we also added the following steps in data cleaning which
are not specified in their paper: we discard data tuples in both
training set and test set if the “before form” string and “after
form” string only differ by numbers or contents inside

⌦↵
and� 

, since contents inside
⌦↵

and
� 

are not text in Wikipedia
and we also ignore the words within

⌦↵
and

� 
when we gen-

erate the word-feature matrix. We also remove tuples from
the dataset in which the biased word belongs to the stopwords
set. Moreover, we use regex to check and remove those tuples
if the biased word of that tuple happens to be in the Wikipedia
article’s title. We use the Stanford CoreNLP (version 3.4.1)
[Marneffe et al., 2006] to generate grammatical features, such
as part of speech, lemma and grammatical relationships. The
result of the baseline is shown in the first column of Table 2.

4.3 Experiment on Contextual Features

For each word in the data set, we generate fixed length vector
representations of the Wikipedia articles in which the word
resides as the contextual features by training two neural lan-
guage models. This fixed length document vector of the ar-
ticle, together with the original 32 features from Recasens et
al.’s paper [Recasens et al., 2013] will be the input to train a
logistic regression model to perform bias detection.

To generate the contextual features for each word in the
dataset, we use all 7,464 Wikipedia articles and altogether
1.76 million words as input to train two neural language mod-
els, a distributed memory model (dm) and a distributed bag of
words model (dbow), using the open source package gensim
on a 128GB memory machine with 16 3.3 Ghz cores. The
training process took approximately 5 hours using 16 workers
(cores). For each model, we iterate over 10 epochs. For each
Wikipedia article, we split and clean it using the same pro-
cedures as we process the “before form” strings [Recasens et
al., 2013]. For each article, we use the Wikipedia article name
as the label to train the neural language model. For both mod-
els, we use a window size of 10 and vector dimension of 300
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Figure 1: F1 relative improvement on test set

for the vector representations. As suggested by Mikolov and
Le [2013b], we also experiment on the combination of dm
and dbow vectors as contextual features.

For metrics, precision is defined as
# words predicted to be biased and labeled as biased

# words predicted to be biased
(1)

Recall is defined as
# words predicted to be biased and labeled as biased

# words labeled as biased
(2)

F1 score is defined as the harmonic mean of precision and
recall

2 · precision · recall
precision + recall

(3)

We use F1 score to measure the overall performance of the
linguistic model of the baseline. The result is shown in Table
2. We can see a decrease in the precision and an increase in
the recall, which result in an overall increase of F1. This in-
dicates a significant rise in false positives. Compared to the
baseline, the precision of the contextual-aware model slightly
drops. But we should point out that contextual features are
only helpful when detecting bias associated with ambiguous
words. There are relatively few ambiguous words (706 out of
3249) in the test set. For non-ambiguous words, the contex-
tual features are not helping but increase the feature dimen-
sionality.

4.4 Experiment on Semantic Features

To capture fine-grained semantic regularities of words, we
use pre-trained word vectors of size 300 from the GloVe al-
gorithm [Pennington et al., 2014] trained on articles from
Wikipedia 2014. Since the dm model can also learn the word
vector representation inside its input documents, we also use
the dm model to generate word vectors of size 300 as seman-
tic features. The learned semantic features are used as input

baseline GloVe dm word vec
# features 32 332 332
precision 0.245 0.284 0.304
recall 0.228 0.316 0.282
F1 score 0.236 0.299 0.292

Table 3: Results on test set after adding semantic features

to train a logistic regression model to classify bias, with the
result presented in Table 3. The result shows that compared
to contextual features, semantic features generally performs
better in this task. Semantic features trained by the GloVe al-
gorithm give the best F1 score. This suggests that semantic
features trained either by GloVe or the dm model could sig-
nificantly improve a linguistic model’s performance on bias
detection.

4.5 Combination of Semantic and Contextual

Features

To see if the two types of features together can strengthen the
logistic regression model’s power in detecting bias, we try
different combinations of semantic and contextual features
to build linguistic models. The relative improvement of F1
score of different combinations against baseline is shown in
Figure 1. The result shows in general semantic features alone
perform better than both contextual features and the combi-
nations of those two. The result shows by adding the GloVe
as semantic features alone can reach a relative improvement
of up to 26.5%. The group of results after adding contex-
tual features alone gives second tier best result showing the
model can learn from contextual features along. However,
the performance drop significantly when combining semantic
and contextual features. After adding contextual features, the
relative ratio of F1 drops. However, we cannot conclude that
contextual features do not help, since they are only helpful
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Figure 2: F1 relative improvement on focused set

baseline glove dm
word
vec

dm
doc
vec

dbow
doc
vec

dm doc
vec+dbow
doc vec

precision 0.239 0.286 0.254 0.267 0.267 0.271
recall 0.484 0.438 0.453 0.500 0.500 0.516
F1 0.320 0.346 0.326 0.348 0.348 0.355

Table 4: Result on focused set when one type of feature is
added

when detecting bias associated with ambiguous words. There
are only a few ambiguous words in the test set. For non-
ambiguous words, the contextual features are not helping but
increase the feature dimensionality. It shows that in general
cases, the logistic regression model does not learn well when
adding the combination of semantic and contextual features.

4.6 Experiment on Focused Set

To better measure the performance of the contextual features
in detecting bias associated with ambiguous words, we ex-
tracted a focused set of ambiguous words within the test set.
We put the word in the focused set if the word is in the train-
ing set, labeled as biased at least once, and it is also labeled
as not biased at least once. We found words such as “white”,
“Arabs”, “faced”, “nationalist” and “black” to be in this fo-
cused set. We test our contextual features: dm vector, dbow
vector and the combination of the two vectors on the focused
set. We also test using the semantic features and the com-
bination of semantic features and contextual features. The
result is shown in Tables 4 and 5; the relative improvement
of F1 score against the baseline is shown in Figure 2. In the
focused set, the maximum F1 score relative improvement of
14.7% is obtained when adding both the dm document vector
and dbow document vector combined with dm word vectors.

In the focused set, the advantage of the GloVe feature is
not as obvious as in the full test set. Our result shows contex-

tual features (dm document vector + dbow document vector)
do help in detecting bias associated with ambiguous words.
The model’s performance reaches a maximum when the dm
document vector and dbow document vector are combined
with dm word vector. GloVe features alone behave consis-
tently well in general cases. The result shows the linguistic
model behaves better in detecting bias associated with am-
biguous words when the contextual information in which the
word resides is given. But when we combine GloVe features
and contextual features together, the performance gets worse.
The performance of the model when GloVe features are com-
bined with contextual features is consistent in both test set and
focused set. The result suggests that in bias detection for ref-
erence works, we should train two linguistic models: one with
added semantic features from either GloVe or the dm model
to determine non-ambiguous words’ bias detection; one with
adding semantic and contextual features learned from dm and
dbow models to determine bias associated with ambiguous
words. Example 5a was found in the focused set, where it was
not predicted correctly by baseline but predicted correctly af-
ter dm document vector and dbow document vector are added
to train the logistic regression model:

5. (a) According to eyewitnesses, when one of the occupants
went to alert the Israelis that people were inside, Israelis

began to shoot at the house.

(b) According to eyewitnesses, when one of the occupants
went to alert the Israeli soldiers that people were inside,
the soldiers began to shoot at the house.

The example was extracted from the Wikipedia article
“Zeitoun incident”. After we learn the document vector rep-
resentation of the article “Zeitoun incident” and add it as con-
text when training the linguistic model, the ambiguous word
“Israelis” is now recognized as a biased word.
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baseline GloVe +
dm doc vec

GloVe +
dbow doc vec

GloVe + dm doc
vec + dbow doc vec

dm word vec
+ dm doc vec

dm word vec +
dbow doc vec

dm word vec + dm doc
vec + dbow doc vec

precision 0.239 0.280 0.280 0.275 0.271 0.271 0.285
recall 0.484 0.438 0.438 0.438 0.500 0.500 0.516
F1 score 0.320 0.342 0.342 0.337 0.352 0.352 0.367

Table 5: Result on focused set when the combination of two types of features are added

5 Future Work

In this work, we consider vector space representations of text
in the bias detection task. Traditional bias detection is usually
conducted through manually crafted features as input in a ma-
chine learning algorithm such as SVM or logistic regression.
After words have been successfully represented as vectors via
word analogy, these vectors could be understood by complex
language models such as deep neural networks. Future work
can consider a deep learning solution for the bias detection
task. The solution will be in two phases. Without manu-
ally crafted features, in the first phase text in which the target
word resides will be input in the neural network model to train
vector representations; next the vector representations will be
treated as features to train a classifier for bias detection task.

6 Conclusion

In this work, we have noted some drawbacks of using pre-
compiled word lists to detect bias. We use recent research
progress in vector space representations of words and doc-
uments as semantic features and contextual features to train
a logistic regression model for the bias detection task. Our
experiment shows that semantic features learned from the
GloVe algorithm reach a F1 relative improvement of 26.5%
against baseline. In the experiment on a focused set of am-
biguously labeled words, the linguistic model reaches the
highest gain in F1 score when adding the combination of
contextual features learned from the dm and dbow models
combined with semantic features learned from the dm model.
Semantic features learned from the GloVe algorithm behave
consistently well in all experiments. The linguistic model
behaves better in detecting bias associated with ambiguous
words when the context in which the word resides is given.
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Abstract

There are situations where the information we need
to retrieve from a set of documents is expressed in
the form of arguments. Recent advances in argu-
mentation mining pave the way for a new type of
ranking that addresses such situations and can pos-
itively reduce the set of documents one needs to ac-
cess in order to obtain a satisfactory overview of a
given topic. We define and implement a proof-of-
concept argumentative ranking prototype, to find
that the results it provides can significantly differ
from, and possibly improve, those returned by an
argumentation-agnostic search engine.

1 Introduction

An argument is, broadly speaking, a claim supported by evi-
dence [22]. Argumentation is the reasoning or dialogical pro-
cess of producing and evaluating such arguments. It is also
the name given to the discipline that studies such processes.
Arguments are present in everyday life, so much so to sug-
gest that the need to create and use arguments to convince
others is the main driver behind the evolution of human rea-
soning [11]. It was in fact observed that people are better at
reasoning when they communicate through an argumentative
context, rather than in an abstract setting. Moreover, argu-
ments are used to convince others. Thus, persuasive com-
munications, editorials, political debates, opinionated blogs,
etc. are rich in arguments, which show themselves in diverse
formats. Capturing such arguments in a way that enables us
to reason from them is a cognitive process that we have been
training to do well by evolution. Indeed, in many contexts
where we need, for example, to form an opinion on a new
topic, especially a controversial one, arguments are exactly
what we are looking for.

If detecting arguments is an atavistic ability of the human
mind, the automatic detection of arguments instead is a rel-
atively new challenge for computer science. In particular, in
the past few years we have witnessed great advancements in
a new domain, called argumentation mining, which addresses

⇤Contact: marco.lippi3@unibo.it, paolo.sarti2@studio.unibo.it,
p.torroni@unibo.it.

the challenging task of automatically extracting structured ar-
guments from unstructured textual corpora [9].

Therefore, while until recently the perspective of retrieving
documents based on their argumentative content would have
been utopic, the recent availability of argumentation mining
methods and tools [1; 20; 8; 15] makes this vision suddenly
more concrete.

Possible applications come to mind easily. A search engine
that ranked documents based on the amount of claims about
a given topic and of evidence related to such claims would
be an invaluable companion for news agencies, journalists,
communication departments and cabinet staff, and would be
useful even to the random browser, since it would positively
narrow down the set of documents that one needs to access in
order to obtain a satisfactory overview of the topic.

The aim of this short speculative study is thus to introduce
the concept of argumentative ranking, propose an initial port-
folio of metrics that can be used to implement it, and offer a
first, qualitative assessment of the potential of such a ranking
by means of a proof-of-concept prototype and a controlled
experiment. We show that argumentative ranking does in-
deed provide results that are quite different from those that
are obtained by a “traditional” search engine.

This work is related to the field of focused retrieval, that
aims to provide users with direct access to relevant informa-
tion in retrieved documents [14]. Recently, the IBM Haifa
Research Group also proposed a method to perform claim-
oriented retrieval of Wikipedia pages [16]. Yet, such ap-
proach is only a preparatory step for claim detection, by us-
ing a set of handcrafted features that are specifically designed
to select documents that are more likely to contain claims
(e.g., because they contain “controversy”-related terms or
are tagged with special Wikipedia annotations that indicate
a controversial content). The approach we propose in this
paper, instead, directly addresses the ranking problem in doc-
ument retrieval, by exploiting the information coming from
the claims detected by an argumentation mining system. Dif-
ferently from the IBM approach, that is tailored to Wikipedia
articles, our method can in principle be applied to heteroge-
neous documents, covering any genre and domain. Our case
study is conducted on a collection of newspaper articles re-
trieved from the New York Times website.
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2 Argumentation Mining

Argumentation (or argument) mining is the automatic extrac-
tion of structured arguments from unstructured textual cor-
pora. It has been argued that building systems endowed with
argument mining capabilities would pave the way to a vari-
ety of innovative applications [9]. That is confirmed by some
important investments made in this area by public and private
agencies.1 This makes us believe that maturing argumenta-
tion mining technologies will advance even further in the near
future.

The architecture of an argumentation mining system is de-
fined by three crucial aspects: the argument model it adopts,
the set of corpora used for training the system, and the
methodology exploited in addressing all relevant sub-tasks.

The most popular structured argument model in literature is
also the simplest possible model, whereby an argument con-
sists of three distinct parts: a set of premises, sometimes also
called evidence, a conclusion or claim, and an inference from
the premises to the conclusion [22].

The works that pioneered this field were strongly con-
nected to the available corpora. Historically, the first applica-
tion domain was law [21; 12], where the idea was to identify
arguments in judgments or other legal documents. Some ini-
tial datasets were collections of annotated court cases. Other
important datasets are the Dundee corpora2 and the NoDE
benchmark [3], which focus on the relations between argu-
ments. Undoubtedly, the largest available dataset to date
was produced within the Debater project and is maintained
by IBM Research. It consists of 547 Wikipedia articles [1;
15], organized into 58 topics, and it has been annotated with
2,294 claims and 4,690 evidence facts. Other smaller cor-
pora are available on diverse domains such as persuasive es-
says [19], comments to articles and forum posts [6], and blog
threads [2].

The existing argumentation mining methodologies usu-
ally implement a pipeline of subsequent stages [9], which
takes in input a raw text document, and produces in out-
put a structured document where arguments are highlighted.
The first stage extracts sentences that contain an argument
component (claim and/or evidence). The second stage de-
tects the boundaries of each component. The final stage pre-
dicts the structure of argumentation, i.e., the support/attack
relations between arguments or components. Because we
are not interested in predicting the whole argument struc-
ture, but only in measuring the amount of arguments in a
document, the first stage already provides useful output. To
this end, claim/evidence detection has been addressed by a
variety of tools, including structured kernel machines [17;
8], binary SVM classifiers [20; 5], logistic regression [7;
15], naı̈ve Bayes [2; 20; 12; 5], and recursive neural net-
works [18].

1See for instance the multi-million IBM Debater project,
https://www.research.ibm.com/haifa/dept/vst/mlta data.shtml, and
a large ESPRC on argumentation mining at the Univer-
sity of Dundee, http://www.dundee.ac.uk/news/2015/11million-ai-
grant-to-mine-arguments-and-analyse-opinion.php

2http://www.arg.dundee.ac.uk/aif-corpora/

3 Ranking by Claims

A classifier such as those used in the first stage of the
argumentation mining pipeline typically assigns a score to
each sentence of a given document. In the case of claim
detection, if the score is positive, the sentence is predicted to
contain a claim.3 An argumentative ranking of documents
can be obtained by interpreting the sentence-level informa-
tion produced by the classifier. We defined five indicators
measuring the argumentative content of a document Di:

�1(Di): Number of sentences in Di

containing claims;

�2(Di): Percentage of sentences in Di

containing claims;

�3(Di): Sum of scores of sentences in Di

containing claims;

�4(Di): Average score of sentences in Di

containing claims;

�5(Di): Sum of scores of sentences in Di

containing claims, divided by the total
number of sentences in Di.

Each indicator �j(Di) measures a different aspect of the
argumentative content of Di. There is no absolute reason to
prefer one indicator over the other. For example, it is diffi-
cult to establish a clear preference between a very short docu-
ment where almost all the sentences are argumentative, and a
lengthier document that contains more claims but also several
non-argumentative sentences. Similarly, there are reasons for
taking into account the magnitude of the scores, which could
bring important additional information to the ranking, but one
may also decide to ignore that, and consider simple binary in-
formation.

For want of a convincing absolute criterion, we decided
to combine all these indicators in a single ranking function
through a voting process. Combining different scores into a
final ranking function is a typical operation in information
retrieval systems (e.g., see [4; 13] and references therein).
Given a corpus of M documents D = {Di}Mi=1 related to
a given query, we first computed the five scores described
above �j(Di), j 2 {1, . . . , 5} for each document Di, thus
building five different rankings. Then, we assigned a set of
points ⇡j to each document, based on each individual rank-
ing, following a non-linear mapping: 25 points to the first
document, 20 to the second, 16 to the third, 13 to the fourth,
then 11, 10, . . . , 1 point to the 5th, 6th, . . . , 15th document,
and 0 points to the others.4

The final score S(Di) of document Di is thus obtained by
summing the points obtained by the document in each of the
five rankings induced by the five indicators:

S(Di) =
5X

j=1

⇡j(Di) (1)

3In general, this threshold could be tuned so as to improve the
recall or the precision of the classifier.

4This is the points scoring system adopted in the FIM Motorcycle
Grand Prix World Championship.
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4 Experiments

Quantitative evaluations of ranking systems are notoriously
hard to obtain, because the key utility measure should be
“user happiness”, which is greatly influenced by the quality
of the returned results (difficult to assess by itself), but also
by independent factors, such as speed of response, interface
design issues, and the size of the index [10]. We thus decided
to perform a qualitative analysis of the output. To this end,
we set up an experiment aimed to compare our ranking with
the results retrieved by a mainstream search engine, such as
Google, and identify cases where the argumentative ranking
may satisfy the requests of a user.

We randomly selected 30 key phrases from the controver-
sial topics in the IBM corpus. Of these 30 key phrases, 12
consist of a single word (e.g., abortion, austerity, gambling),
and 18 of a short phrase (e.g., affirmative action, national ser-
vice, wind power). We queried the Google search engine5

with each one of the key phrases in turn, together with the
expression site:www.nytimes.com, whose effect is to
limit the scope of the search to the New York Times website.
We saved the top-10 hits of each key phrase. We then im-
plemented a simple crawler6 in order to collect a larger set of
documents from the New York Times website,7 using the top-
10 Google results as seed pages for the crawler. The crawler’s
policy was to follow a link if at least one of the following two
conditions was met: (1) the link URL contained the searched
key phrase; (2) the link was contained in a page in which the
searched key phrase appeared at least once. Starting from the
selected key phrases and seeds, the crawler downloaded 3,197
articles. We further discarded 11 key phrases, for which less
than 20 articles could be retrieved. Table 1 provides details
on the dataset.

For each article retrieved by our crawler, we run the claim
detection system described in [8].

This setup enabled a qualitative comparison between the
search results retrieved by a “traditional” search engine,
which is mostly based on features induced by the network
topology and website reputation, and the argumentation rank-
ing approach, whose distinguishing feature is its ability to
highlight argumentative content by analyzing the linguistic
and semantic content of a web page.

Space restrictions allow us to comment on a few interest-
ing cases only.8 Let us first consider the keyword gambling.
The top-ranked article according to our system is titled “Ma-
jority Back Referendum to Add Casinos, Poll Finds,” and it
does not appear among the top-10 articles retrieved by Google
(see Table 2, top). This article is actually highly argumenta-
tive, as it provides many pros and cons with respect to the
possibility of opening new casinos in the state of New York.
In fact, among the claims retrieved by our system, we find
both arguments in favor of expanding casino gambling, as in
the following sentence:

5The experiments were run on November 10–14, 2015.
6We used the open source library crawler4j.
7http://www.nytimes.com/
8All the URLs of the downloaded articles and the results

of our ranking systems are available at the following website:
http://argumentativeranking.altervista.org.

Table 1: Details on the New York Times corpus developed
within this work.

Key phrases Articles Claims/Sent. Claims/Artic.
abortion 485 0.062 2.318

affirmative+action 85 0.106 4.553
asylum 223 0.031 1.466

austerity 172 0.054 2.366
blasphemy 22 0.033 1.091

collective+bargaining 60 0.051 2.200
contraception 53 0.097 3.396

endangered+specie 65 0.033 1.508
gambling 73 0.097 5.096

Gaza 690 0.029 1.228
Holocaust 39 0.030 1.359

Keystone+XL 126 0.051 2.048
Myanmar 296 0.037 1.368

national+service 53 0.035 2.132
nuclear+weapon 260 0.038 1.562
sex+education 43 0.052 2.698
video+game 172 0.035 2.384
wind+power 181 0.058 3.558

year+round+school 75 0.037 2.680

Seventy-four percent agreed that allowing the de-
velopment of casinos would create thousands of
jobs, and 65 percent agreed that more casinos
would generate significant revenue for the state and
for local governments.

and against these new casino openings, such as this one:
And 55 percent agreed that developing casinos
would only increase societal problems, like crime
and compulsive gambling.

This controversy is summarized by another sentence, explic-
itly remarking the presence of arguments in the article:

The poll found that voters agree with arguments
both for and against expanding casino gambling.

From Table 2 (top) we can also observe that, for this key-
word, Argumentative Ranking and Google have only four
top-ranked articles in common out of 10. In general, we ob-
serve that Google tends to include more news, chronicle and
event-related articles, and we know that the number of back-
links plays a major role. If we consider the percentage of
sentences containing claims for each article (column %C), we
observe that Google does not necessarily retrieve argumenta-
tive content.

As a second example, we consider the phrase wind+power.
Table 2 (bottom) shows the top-10 documents ranked by our
system and by Google. Also in this case, our top-ranked
article is not present in Google results. The article is enti-
tled “Salvation gets cheap” and is a 2014 article containing
plenty of argumentative sentences that well describe the de-
bate around the topics of renewable energies and pollution.
Some of the paragraphs detected by our systems as contain-
ing claims are:

Even as the report calls for drastic action to limit
emissions of greenhouse gases, it asserts that the
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Table 2: Titles and scores of top-10 documents ranked by our system and by Google for the keywords gambling (top) and
wind+power (bottom). For each article we show the percentage of claims %C and the overall score S. Items marked N/A
were not retrieved by our crawler.

Argumentative Ranking %C S(Di) Google Ranking %C S(Di)
1. Majority Back Referendum to Add Casinos. . . 0.32 94 Rein In Online Fantasy Sports Gambling 0.42 82
2. Rein In Online Fantasy Sports Gambling 0.42 82 The Trouble With Fantasy Sports Gambling N/A N/A
3. Nevada Says It Will Treat Daily Fantasy. . . 0.23 51 17 People in Three States Are Held in. . . N/A N/A
4. Cash Drops and Keystrokes: The Dark. . . 0.13 51 The Dark World of Fantasy Sports and. . . N/A N/A
5. Will Other Leagues Join N.B.A.? Don’t Bet. . . 0.19 45 Cash Drops and Keystrokes: The Dark. . . 0.13 51
6. N.F.L.’s Unsteady Stance on a Tricky. . . 0.19 39 Nevada Says It Will Treat Daily Fantasy. . . 0.23 51
7. As Casino Vote Nears, Bishops Warn of. . . 0.38 37 Daily Fantasy Sports and the Hidden Cost. . . 0.14 12
8. Seeking to Ban Online Betting, G.O.P.. . . 0.20 36 The Perfect Predictability of Gambling. . . 0.07 0
9. An Ad Blitz for Fantasy Sports Games, but. . . 0.14 27 Whitney Wortman and William Gambling N/A N/A

10. In Sharp Pivot for N.B.A., Commissioner. . . 0.25 25 An Ad Blitz for Fantasy Sports Games, but. . . 0.14 27

Argumentative Ranking %C S(Di) Google Ranking %C S(Di)
1. Salvation Gets Cheap 0.29 62 Wind Power Spreads Through Turbines. . . N/A N/A
2. State of the Union Address - 2012 Transcript 0.06 50 Europe Looks Offshore for Wind Power 0.19 15
3. Wind Power Is Poised to Spread to All States 0.46 50 Wind Power Is Poised to Spread to All States 0.46 50
4. Tesla Ventures Into Solar Power Storage for. . . 0.15 46 Procter & Gamble to Run Its Factories. . . 0.10 0
5. Glut of Coal-Fired Plants Casts Doubts on. . . 0.16 43 The Falling Cost of Wind Power 0.10 0
6. Natural Gas: Abundance of Supply and Debate 0.22 41 Solar and Wind Energy Start to Win on. . . 0.17 36
7. Texas Is Wired for Wind Power, and More. . . 0.16 37 Texas Is Wired for Wind Power, and More. . . 0.16 37
8. Solar and Wind Energy Start to Win on. . . 0.17 36 Tax Credit for Wind Power N/A N/A
9. A Price Tag on Carbon as a Climate Rescue. . . 0.11 36 A Texas Utility Offers a Nighttime Special. . . 0.12 0

10. China Wins in Wind Power, by Its Own Rules 0.20 29 HP to Power Texas Data Centers With. . . 0.00 0

economic impact of such drastic action would be
surprisingly small.

On the left, you sometimes find environmentalists
asserting that to save the planet we must give up on
the idea of an ever-growing economy; on the right,
you often find assertions that any attempt to limit
pollution will have devastating impacts on growth.

It’s even possible that decarbonizing will take place
without special encouragement, but we can’t and
shouldn’t count on that.

In this case, Argumentative Ranking and Google have only
3 top-ranked articles in common. Again, the reported statis-
tics highlight a marked difference between the argumentative
content retrieved by the two systems.

We complemented our analysis by studying the outcome of
Google queries when we attached keywords such as debate,
argument, and opinion. We obtained mixed results:
while such keywords brought up the occasional article with
argumentative content, we could not observe a significantly
consistent improvement.

5 Conclusions

Motivated by recent advances in argumentation mining, we
presented a small, speculative study aimed to define and
demonstrate the usefulness of argumentative ranking. As a
pilot case study we chose a set of paradigmatic, controver-
sial topics from the IBM argumentation mining corpus, and a
largely popular newspaper such as the New York Times. We
compared the results obtained by our argumentative ranking

system and a traditional, argumentation-agnostic search en-
gine. We found that, in several cases, our system produces
a high ranking for documents that are rich in argumentative
content but are remarkably excluded from the top Google re-
sults. We believe that this new type of ranking could enable
a new range of innovative applications fit to diverse domains
such as journalism and politics but also law, medicine, and
market analysis, as well as increase the quality of search for
the random browser. Future work will include a quantitative
analysis of the performance of our system, following the con-
tributions of the recent area of focused retrieval.
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Abstract
We estimate that nearly one third of news arti-
cles contain references to future. Distinguishing
such predictive statements from factual statements
in news articles is important for most applications
such as fact checking, opinion mining, future trend
analysis, etc. In this paper, we approach a problem
of automatically extracting future related informa-
tion precisely by solving two sub problems. The
first sub-problem is labeling a sentence as predic-
tive or factual and the second one is resolving scope
of the prediction in a sentence. We formulate a so-
lution to the two sub-problems as a supervised clas-
sification task, where we extract all the clauses of
a given sentence and classify each of the clauses as
predictive or not. We then disambiguate the clause
labels to give a label to the sentence. For this we
use syntactic structure of the sentence coupled with
dependencies within a clause along with dependen-
cies between the clauses. Our solution also deals
with annotating prediction statements with condi-
tion and factual base (if any), i.e the base on which
the prediction is made and the occurrence of the
condition on which the validity of a prediction de-
pends.

1 Introduction
Any statement made in reference to future is a prediction1.
News articles often talk about stock market predictions, eco-
nomic growth projections or predictions about a future event.
These also include future statements referring to global finan-
cial crisis, politics, globalization, climate changes, and tech-
nologies. Such future trends could have potential impact on
our lives, business, etc. Given the attention of readers in an-
alyzing such predictions, isolating and presenting predictions
from other news stories improves user engagement with the
news site.

Modern style of writing generally has complex compound
sentences where predictive statements are generally bloated
with their factual bases. In our context, we define factual base
for a prediction as knowledge, facts, science, experiments etc,

1http://www.merriamwebster.com/dictionary/prediction

based on which the prediction is being made. Given a predic-
tion, retrieving any predictions or facts related to it has im-
portant applications. To formulate a query for this retrieval
problem, we need to concisely identify the scope of a predic-
tive part in a sentence for uniquely identifying the terms of a
prediction. Isolating the predictive part and its base improves
the efficiency of such retrieval model. Given the interesting-
ness of such future related information from both readers and
authors perspective, it gives us a motive to automatically ex-
tract such predictions concisely with high accuracy from a
news corpus.

A sentence with a predictive clause can be predictive or
factual depending on its association with other clauses in the
sentence. For example consider three excerpts below, ex-
tracted from BBC 2 news stories and Times Now3 news sto-
ries.

I Government promised to extend the maternity leave by 2
months by the end of 2005.

II Though the government promised to extend the maternity
leave, it could not keep its promise.

III Rajnath Singh told he believed that, with key pre-poll
pacts now in place around the country, the party and its
allies could win 300 seats of the 543 being contested.

Statement I is a prediction while statement II is a fact,
though both the statements have a common predictive clause
“Government promised to extend the maternity leave”. State-
ment III is a prediction with predictive clause “the party and
its allies could win 300 seats of the 543 being contested”
and factual base for the prediction “with key pre-poll pacts
now in place around the country”. From these examples, it
is clear that the problem of prediction extraction cannot be
solved just by extracting the linguistic patterns or keywords
which are predictive. But there is an imperative need to ad-
dress a solution with a new NLP perspective for processing
of a sentence as its constituent clauses and analyze the de-
pendencies between the clauses, which other methods lack in
their approach.

Our method includes NLP-processing steps of clause ex-
traction from a sentence and extracting dependencies between

2http://www.bbc.com/news
3http://www.timesnow.tv/
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Figure 1: Framework for automatically extracting predictive sentences and resolving the scope of prediction in a sentence.

the clauses from the constituency parse tree. From the depen-
dency tree, open relation triplets are extracted for each clause.
From these (subject, predicate , object) triplets, we then ex-
tract linguistic patterns which uniquely represent predictive
statements and train a classifier with these features. Each
sentence is classified as predictive or not from its constituent
clause labels, following a set of heuristics.

2 Related Work
Although linguistically expressed references to the future has
been studied by a number of researchers, it has only gained
interest from a natural language processing perspective in the
recent years [Nakajima et al., 2014; 2015].

[Jatowt et al., 2009; 2010; Kawai et al., 2010] extracts and
retrieves time-referenced predictions from a given arbitrary
query. [Kanhabua et al., 2011] retrieves and ranks predic-
tions that are relevant to a news article. However their predic-
tion models are limited to only sentences referring to future
event and temporal expressions and none of them used more
sophisticated expressions considering the semantics and sen-
tence structure. These methods suffer from low recall as we
estimate from our results (table 1) that only 35% of the pre-
dictions are time referenced.

[Nakajima et al., 2014; 2015] generates a list of morpho-
semantic patterns that appear uniquely in only future related
information. They performed semantic role labeling on sen-
tences to extract features based on ngrams and trained a clas-
sifier to classify a sentence as future referenced or not. How-
ever, their methods suffered from low precision as it consid-
ered a whole sentence as prediction for their classifier to ex-
tract future-specific patterns. As mentioned from above ex-
amples, a sentence can contain both predictive and factual
parts. Hence factual and predictive parts should be separated
and processed individually to extract future specific patterns
more accurately.

[Özgür and Radev, 2009] detects speculations and their
scopes in Scientific Text. It classifies the potential keywords
as real speculation keywords or not by using a diverse set of
linguistic features that represent the contexts of the keywords
and using the syntactic structures of the sentences to deter-
mine their scope. We estimate from our results(table 4) and
shown from above examples, that in the case of news articles,
it is syntactic patterns of a sentence coupled with its structure
that makes it predictive more than the presence of keywords.

Unlike previous studies which treat the problem of extract-
ing predictions as sentences which contain expressions or pat-
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terns referring to future, we extract features by considering
only the predictive parts of a statement while training the
model. We also deal with a more complicated problem of
identifying the scope of a prediction in complex-compound
sentences, which other methods lacked in their approach. Our
predictive model involves NLP based approach to classify a
sentence by taking into account the syntactic structure of a
sentence coupled with its dependencies and semantic repre-
sentation. We also extract base on which the prediction is
made (if any) and condition on which the prediction is valid,
by incorporating core-nlp techniques. Figure 1 shows our
framework to classify sentences as predictive or factual. We
follow steps in Figure 1 in the order A, B, C, D, E, F, G, H, I,
J, K, L to classify a sentence as predictive or not.

3 Dataset Preparation
We randomly selected sentences from a set of news articles
and labeled the sentences as predictive or factual and if pre-
dictive, predictive pattern of the sentence is identified (Steps
A,B in Figure 1).
For example the sentence “Saulius Mikoliunas could also

face action after three fans were arrested for throwing coins
on the pitch” is labeled predictive with ‘could also face’ as
predictive phrase. From such sentences we collected 280 pre-
dictive clauses which serve as positive instances and 280 fac-
tual clauses to serve as negative instances for the classifier.

Instead of labeling a whole sentence as predictive or not,
we have labeled only the phrases which are predictive. The
predictive part of a sentence is taken as the clause which con-
tains the predictive phrase identified. This helps us to remove
the linguistic patterns which actually belong to the fact part
of a predictive sentence but are taken as predictive patterns.

4 Extracting Predictive Clauses
We pre-process the labeled data and train a classifier which
labels a given clause as predictive or not.

4.1 Pre-processing the Labeled Data
For all the pre-processing steps we have used Stanford Core-
NLP module. 4

Step C - Scope of the Predictive Phrase
The clause containing the predictive pattern (which is ex-
tracted in Step B) is extracted. Let T={t1, t2...tn} be the set
of nodes in the parse tree, corresponding to the words in pre-
dictive phrase . In the parse tree we find a clausal node say ti,
which has both NP and VP subtrees and is the deepest com-
mon ancestor to all the nodes in T. This node is taken as the
root node and the clause formed by this clausal node is taken
as predictive part of the predictive sentence.

Step D - Clause Extraction
Each clause is generally comprised of multiple independent
clauses connected by either a coordinating conjunction (de-
noted by CC node in parse tree) or comma(‘,’) and dependent
clauses connected by subordinating conjunction (denoted by
SBAR node in parse tree).

4http://stanfordnlp.github.io/CoreNLP/

The parse tree is split into two trees at the conjunction node
in a top down manner and each tree at the end of this step is
taken as a clause extracted from the sentence. Anaphora reso-
lution is performed for each of the clauses. Clauses extracted
from predictive part (extracted in Step C) are taken as predic-
tive clauses and other clauses are labeled as factual clauses.

Step E - Clausal Dependencies
Each dependent clause is associated with an independent
clause, which it modifies or serves as a component of it. Con-
junctions between the clauses signify the relationships be-
tween their ideas.

We classify conjunctions to 3 classes based on how it sig-
nifies a relationship between the clauses. Say conjunction d
connects clauses P and Q, d is classified as follows.

• Opposite : If Q contradicts the idea of P.
Example: “Though the government planned to set up a
new high court, it did not keep its promise.”

• Reason : If Q acts as a purpose or reason to P.
Example: “As the pre-poll pacts are now in place around
the country, BJP could win 300 seats.”

• Condition : If P is conditional on Q.
‘‘If Modi also contests from Varanasi constituency, Ke-
jriwal may have less chances to win the LS seat. ”

Appendix A shows the classification of conjunctions into
these 3 classes5.

We extract a set of clausal dependency relations in a sen-
tence as follows. T(P,Q,C) denotes a relation of type T be-
tween clause P and clause Q, connected by conjunction of
class C.

• If clause Q is dependent on P, then C is the class of the
subordinating conjunction between the clauses and type
T = dependent.

• If Q and P are independent clauses, then C is the class
of the coordinating conjunction between the clauses and
type T = independent.

We exploit the clausal dependencies to classify a sentence as
predictive or not from the labels assigned to its constituent
clauses.

Step F - Triplets Extraction
Each of the clauses extracted above (in Step D) is semanti-
cally represented as (subject, predicate, object) triplets using
dependency parse tree of the clause. A clause is represented
by more than one relation triplets if one of the verbs or nouns
in the clause introduces a clausal complement (identified by a
dependency governed by one of the relations ccomp, xcomp,
advcl in the Stanford dependency tree).
For example triplets extracted from the clause “Sue promised
George to respond to his offer” are
t1= (Sue, promised, George) and
t2=(Sue, promised to respond to, his offer)

5
https://en.wikipedia.org/wiki/Adverbial_

clause
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Step G - Annotating the Predictive Clauses
Each predictive clause is annotated with event expressions
and future temporal references using Tarsql toolkit6 and Stan-
ford SUTime 7.

4.2 Step H - Predictive and Factual Patterns
Extraction

With the intuition that the predictive nature of a sentence is
defined by the linguistic patterns contained by its predicates,
we extracted features from the predicates in triplets to identify
the patterns uniquely referring to future. In each triplet the
subject and object parts are simply replaced by “subject” and
“object”. From the processed labeled data, following features
are extracted for all the triplets in each clause.

• POS tags : Set of n-grams of POS tags in triplets.
• Word co-occurrences : Set of n-grams of words in the

triplets.
• Presence of explicit or implicit future temporal refer-

ences in the clause.
• Presence of future event references in the clause.
Example-1 : The sentence “Google has plans to set up a

new office in Hyderabad” has only one clause represented
as triplet (Google, has plans to set up , a new office in
Hyderabad). To extract patterns, we further represent a
triplet as (subject/subject, has/VBZ plans/VBZ to/TO set/VB
up/RP, object/object) and ngrams extracted from this triplet
are marked as predictive patterns .
Example-2 : “Google’s plans to set up a new office in Hy-
derabad are blown away” is a factual clause and has triplets
(Google’s plans, are blown away, ) and (Google’s plans,
to set up, a new office in Hyderabad). Ngrams from the
triplets (subject/subject, are/VBP blown/VBN away/RP, ob-
ject/object) and (subject/subject, to/TO set/VB up/RP, ob-
ject/object) are marked as factual patterns.

4.3 Step K - Classification of Clauses
Let P be the set of features extracted from predictive clauses
and F be the set of features extracted from factual clauses
(in the Step G). Patterns which occurred with frequency less
than a threshold of 5 are removed from both the sets (Steps
I,J). Table 4 shows sample patterns for both the classes. Each
clause is represented as a feature vector, with features from
both P and F. Taking the pre-processed labeled data (from
Step G) as training set, we trained a classifier to label a clause
as predictive or factual.

5 Extracting Predictive Sentences
5.1 Clause Labels Disambiguation
Each clause in a sentence is labeled as predictive or factual
by the classifier (in Step K). A sentence may get both pre-
dictive and factual labels from its constituent clauses. From
the constituent clause labels of a sentence, we follow a set of
heuristics to label the sentence. Let S be the set of clausal de-
pendency relations extracted (in Step E). Let T(P,Q,C) from

6http://www.timeml.org/index.html
7http://nlp.stanford.edu/software/sutime.shtml

S be a dependency relation between the clauses P and Q con-
nected by a conjunction of class C. Lp and Lq be class labels
for the clauses P and Q respectively.

1. If P and Q are independent clauses
(a) if Lp is predictive and Lq is factual and class C is

Opposite, then the sentence is labeled factual, as
Q is an independent clause and is contrasting the
predictive nature of P.
Example : “The government planned to set up a
new high court but it did not keep its promise” is
factual.

(b) In all other cases, the sentence is labeled predictive
as P and Q are independent clauses.
Example : “The government is planning to set up a
new high court and has acquired the required land
for it” is predictive.

2. If Q is dependent on the clause P
(a) if Lp is predictive and Lq is factual, then the sen-

tence is labeled predictive. As Q is dependent on
P, it can only serve as a component of P but cannot
contrast P (an independent clause).
Example: “Despite Barkley ’s three missed penal-
ties in the 18-17 defeat against France , France is
expected to retain Barkley at inside centre” is pre-
dictive.

(b) if Lp is factual and Lq is predictive then the sentence
is labeled predictive only if the class C is Reason.
Example: “The condition is so worse that the gov-
ernment will start to impose a Swachh Bharat cess
of 0.5%” is predictive.

5.2 Predictive part, Condition and Base for a
Prediction

If a sentence is labeled as predictive and has a clausal depen-
dency relation T(I,D,C), which is marked predictive. Lp and
Lq be the class labels for the clauses P and Q respectively,
then we extract the presence of factual base or condition for
the prediction as follows.

1. If Lq is factual and Lp is predictive and class C is Reason,
then the predictive part is P and the factual base for the
prediction is Q.

2. If Lp is predictive and Lq is predictive class C is Reason,
then the predictive part is P and the condition for the
prediction is Q.

Example : Prediction “Martina Hingis has admitted that
Martina Hingis may consider a competitive return to tennis
if appearance in Thailand later this month goes well” has
predictive part “Martina Hingis may consider a competitive
return to tennis”, has condition “if an appearance in Thai-
land later this month goes well” and base “Martina Hingis
has admitted”.

6 Experiments and Results
In this section we discuss the experiments performed and the
results achieved to verify whether the predictive statement ex-
traction method is effective. Figure 1 shows our framework
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to extract predictive sentences and resolving scope of the pre-
diction in a sentence.

6.1 Dataset
We randomly selected sentences from a set of news articles
and labeled the sentences as predictive or factual. We cre-
ated two datasets Set560 from politics domain and Set200
from sports domain. Set200 has 100 predictive clauses from
70 predictive sentences and 100 factual clauses from 58 fac-
tual sentences. Set560 has 280 predictive clauses from 180
predictive sentences and 280 factual clauses from 101 factual
sentences.

6.2 Classification Results
We first classify each clause of a sentence as predictive or fac-
tual. From the labels of clauses in a sentence, we follow a set
of heuristics as discussed in section 5.1 to label the sentence.
To classify whether a clause is predictive or factual, we built
linear SVM models using 10 fold cross validation on Set560.
We used various combinations of the features introduced in
Section 4.2. Table 1 summarizes the results obtained on clas-
sification of clauses for the dataset Set560 for various feature
sets. FTR refers to both implicit and explicit future tempo-
ral references. Low fscore for FTR features in table 1 marks
the need to extract linguistically expressed future referencing
patterns to extract predictive statements. Table 2 summarizes
the results for classification of sentences as predictive or not
on Set560, taking input as clause labels(from Step K) and
clausal dependencies(extracted from Step E).

Feature Set Precision Recall Fscore

Bigrams, FTR 0.944 0.902 0.922
Trigrams, FTR 0.941 0.888 0.913

Bigrams, Trigrams, FTR 0.927 0.888 0.907
Bigrams, Trigrams 0.939 0.824 0.877

FTR 0.789 0.353 0.487

Table 1: Accuracy measures for predictive clauses classifica-
tion

Dataset Precision Recall Fscore

Set 200 0.95 0.86 0.903
Set 560 0.97 0.92 0.942

Table 2: Accuracy measures for predictive sentences classifi-
cation

As Set200 is extracted from Politics domain and the fea-
tures from the model is trained on Sports domain(Set 560),
a high fscore for this dataset shows that our approach to ex-
tract predictions works efficiently for any domain and is not
because of over-fitting. We also tried different classifiers like
Bayesian Logistic Regression classifier. Both the classifiers
gave roughly the same results (fscore around 0.85-0.92). Re-
call is slightly low compared to precision and can be im-
proved by incorporating more semantics based linguistic fea-
tures to overcome the vocabulary constraints in the classifica-
tion model.

We also tried different representations of the predictive
part of a predictive sentence and extracted the features. Table
3 summaries the classifications results for various cases.
Sentences in table 3 refers to the case where a whole sentence
is taken as a prediction instead of taking only the predictive
clause of the prediction. Patterns are extracted from whole
sentence instead of extracting from triplets of predictive
clauses. Triplets in table 3 refers to the case where triplets of
a sentence are given as instances to the classifier. Low fscores
in these cases imply that, extracting clauses to precisely
extract the predictive part of a sentence is efficient. From
this, it is clear that pre-processing the predictions to extracts
predictive clauses and extracting linguistic patterns from
the triplets increases efficiency of the prediction extraction
model.

Representation Precision Recall Fscore

Clauses 0.944 0.902 0.922
Sentences 0.912 0.54 0.678
Triplets 0.904 0.647 0.754

Table 3: Accuracy measures for different representations of
predictive part of a prediction.

6.3 Extraction of Future Reference Patterns

Apart from the automatic classification of clauses, we are also
interested in the actual patterns that influenced those results.
We extracted the most frequent unique future-reference pat-
terns and non-future-reference patterns from the experiment
based on set560. We obtained 156 patterns for the former and
112 patterns for the latter, after removing ambiguous patterns
and less frequent patterns. Example patterns extracted, which
are common to both Set560 and Set200 datasets are shown in
Table 4.

Count Predictive Pattern Count Factual Pattern

266 MD VB object 204 subject VBD object
172 subject MD VB 56 subject VBZ VBN
75 subject VBZ TO 38 subject VBD VBN
45 VBP VBG TO VB 24 subject VBD IN
32 subject MD VBN 21 MD VB VBN

Table 4: Examples of linguistic patterns extracted

6.4 Results for resolving the scope of a prediction

We also annotate a prediction with the predictive part, factual
base for the prediction on which it is made and the condition
for the validity of the prediction. Table 5 summarizes the
results on Set560.
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Feature Number of
predictions

annotated with the
feature

Accuracy

Resolving predictive
scope

116/181 0.94

Extracting factual
base

55/181 0.59

Extracting condition
on which prediction

depends

24/181 0.74

Table 5: Results for annotating a prediction with predictive
scope, factual base, Conditional prediction

7 Conclusion and Future Work
We presented an approach to classify a sentence as predictive
or factual by extracting clauses from a sentence and exploit-
ing the dependency structure of the clauses. We learnt lin-
guistic patterns which uniquely refer to future. We tested our
method on two datasets of different sizes. We found out that
the method performs well for both sets (Fscore around 0.91-
0.93). Our method also deals with resolving the scope of a
prediction in a sentence and also extracting the factual base
on which the prediction is made.

In future, we plan to introduce semantics of the words in
our prediction extraction model. We also plan to validate the
truthfulness of these predictions to give credibility scores for
authors of the predictions. To approach this problem, we val-
idate the predictive part of the prediction, by using the base
as a context to retrieve the facts related to that prediction.

A Classification of conjunctions

Opposite Reason Condition
Sub-

ordinate
Conjunc-

tions

even if,
whereas,
although,
though

while,even
though

because,
since, as , so
that, in that,

in order
that,despite

if, once,
unless, after,

before, as
soon as, as

long as, since,
until, while,

when,
whenever

coordinate
Conjunc-

tions

but, yet for, so -

Table 6: Classifying conjunctions to signify its relationship
between clauses
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Abstract 

This paper presents annotation work to manually 
classify satire/sarcasm in long commentaries on 
Italian politics. It is based on Appraisal Theory and 
uses some 30K word texts. The underlying 
hypothesis is that using this framework it is possible 
to pinpoint precisely the deep semantic contents of 
evaluative judgements and appreciations making up 
an ironic comment. We performed a high level 
annotation using major categories, and then refined 
the classification starting from the lexica derived 
from the xml annotated files. In this way we 
succeeded in differentiating texts by the two authors 
we chose, one of which is characterized by a sharp 
cutting ironic/almost sarcastic style. 

1 Introduction 
We present work carried out on journalistic political 
commentaries in two Italian newspapers, by two well-known 
Italian journalists, Maria Novella Oppo, a woman, and 
Michele Serra, a man1. Political commentaries published on 
a daily basis consists of short texts not exceeding 400 words 
each. Sixty-four texts come from Michele Serra’s series 
titled “L'Amaca”, published daily on the newspaper “La 
Repubblica” between 2013 and 2014; usually the targeted 
subjects are politicians, bad social habits and in general 
every trendy current event. Forty-nine texts come from 
Maria Novella Oppo’s series titled “Fronte del video”, 
published daily on the newspaper “L’Unità” in a previous 
span of time, say from 2011 to 2012; the targeted subjects 
are usually politicians and televised political talk shows. 
   The two journalists have been chosen for specific reasons:  
Oppo is a master in highly cutting and caustic writing, Serra 
is less so. Both are humorous, however, Oppo is more witty 
in building the overall logical structure of the underlying 
satiric network of connections. Oppo borders sarcasm, Serra 
never does so. Oppo's texts are slightly longer than Serra's.  
   Italy is not included in the upper part of the list of 
countries where the freedom of information is very highly 
regarded. Because of her trenchant and stinging style, Oppo 
has been publicly attacked by some of her favourite targets, 
politicians including Berlusconi and Beppe Grillo - two 

!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
1 Permission to republish excerpts from their articles has been 
granted personally by the authors. 

well-known political leaders, who reacted bitterly to her 
commentaries. In particular, the second one included her in a 
black list of journalists criticizing his movement called 
Movimento5Stelle. As a result, she has been attacked – and 
heavily offended - by Grillo who claimed that since she has 
always been working for the same newspaper for all her 
career, she will be out of her job in case the Parliament 
approves the law that precludes newspapers from receiving 
public financial support. And she will be obliged to find a 
new job2. Criticisms to the attack has come from many 
sources3. Berlusconi wanted to sue the newspaper l'Unità 
where Oppo published her commentaries, but the action 
didn't result in a real lawsuit for defamation or libel action, 
and ended up being regarded a case of wrongful prosecution. 
   In order to focus on the specific features connotating 
political satire, manual annotation has been carried out on 
112 texts using a reduced (and modified with new criteria, 
where needed) version of the Appraisal Framework [Martin 
& White, 2005].4 Below and in the next two sections we will 
delve into a precise description of both the framework and 
the specific criteria devised for our annotation. Then in a 
final section we show results and comparisons derived from 
our annotation work. 

2. Satire and the Appraisal Framework 
   The decision of adopting Appraisal Theory (hence APTH) 
is based on the fact that previous approaches to detect irony - 
a word we will use to refer to satire/sarcasm - in texts have 
failed to explain the phenomenon. Computational research 
on the topic has been based on the use of shallow features, as 
in [Carvalho et al., 2009; Burfoot & Baldwin, 2009; Davidov 
et al., 2010; Reyes & Rosso, 2011; Owais et al., 2015]. This 
has been done in order to train statistical model with the 
hope that when optimized for a particular task, they would 
come up with a reasonably acceptable performance. 
However, they would not explain the reason why a particular 
Twitter snippet or short Facebook text has been evaluated as 
containing satiric/sarcastic expressions. Except perhaps for 
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
2  http://www.beppegrillo.it/2013/12/giornalista_del_giorno_maria_ 
novella_oppo_lunita.html 
3 as for instance in http://www.articolo21.org/2013/12/grillo-giu-le-
mani-da-maria-novella-oppo/ 
4 The annotated corpus was created as part of the master thesis 
project (inevitably) written by the first author only. As a 
consequence, no interannotation agreement measurement could 
have been provided in the present paper.  
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features based on text exterior appearance, i.e. use of 
specific emoticons, use of exaggerations, use of unusually 
long orthographic forms, etc. which however is not 
applicable to the political satire texts. These texts are long 
texts, from 200 to 400 words long and do not compare with 
previous experiments. 
   The other common approach used to detect irony, in the 
majority of the cases, is based on polarity detection. So-
called Sentiment Analysis is in fact an indiscriminate 
labeling of texts either on a lexicon basis or on a supervised 
feature basis [Gianti et al., 2012; Bosco et al., 2015; 
Hernandez Farias et al., 2015; Özdemir & Bergler, 2015], 
where in both cases, it is just a binary decision that has to be 
taken. This is again not explanatory of the phenomenon and 
will not help in understanding what is it that causes 
humorous reactions to the reading of an ironic piece of text. 
It certainly is of no help in deciding which phrases, clauses 
or just multiwords or simply words, contribute to create the 
ironic meaning. 
   By adopting Appraisal analysis, we intended not only to 
describe but also to compute with some specificity the 
linguistic regularities which constitute the evaluative styles 
or keys of political journalistic texts. The theory put forward 
by [White and Martin, 2005] (hence M&W) makes available 
an extended number of semantically and pragmatically 
motivated annotation schemes that can be applied to any text 
and can be used to draw precise conclusions. In particular, 
one preliminary hypothesis would be being able to ascertain 
whether the text under analysis is just a simple report, a 
report with criticism, a report with criticism and 
condemnation. This is something that can be established in a 
totally safe and stable manner by simply counting and 
comparing the type of categories and subcategories present 
in the annotations of the text. In the book by M&W there's a 
neat distinction between three types of voices: ‘reporter 
voice’, ‘correspondent voice’ and ‘commentator voice’. Only 
the commentator voice has the possibility to condemn, 
criticize and report at the same time, and since we assume 
that satire, and even more, sarcasm have a strong component 
made of social moral sanction, we are automatically 
selecting this as the target of our research hypothesis. 
   In M&W, the evaluative field called Attitude is organized 
into three subclasses, Affect, Appreciation and Judgement, 
and it is just the latter one that contains subcategories that fit 
our hypothesis. We are referring first of all to Judgement 
which alone can allow social moral sanction, and to its 
subdivision into two subfields, Social Esteem and Social 
Sanction. In particular, whereas Social Esteem extends from 
Admiration/Admire vs Criticism/Criticise,  Social Sanction 
deals with Praise vs Condemn.  As reported in M&W p.52 
"… Judgements of esteem have to do with ‘normality’ (how 
unusual someone is), ‘capacity’ (how capable they are) and 
‘tenacity’ (how resolute they are); judgements of sanction 
have to do with ‘veracity’ (how truthful someone is) and 
‘propriety’ (how ethical someone is). Social esteem tends to 
be policed in the oral culture, through chat, gossip, jokes and 

stories of various kinds – with humour often having a critical 
role to play... Sharing values in this area is critical to the 
formation of social networks (family, friends, colleagues, 
etc.). Social sanction on the other hand is more often 
codified in writing, as edicts, decrees, rules, regulations and 
laws about how to behave as surveilled  by church and state 
– with penalties and punishments as levers against those not 
complying with the code. Sharing values in this area 
underpins civic duty and religious observances." 
   The texts we have annotated show the use of any type of 
judgement, expressed directly by the writer. As M&W 
(p.170) define it, the "commentator voice" is an evaluative 
style typically only of commentaries, opinions and editorials. 
"It is typical of this category in being primarily concerned 
with assessments of social sanction, but with also making 
some reference to assessments of social esteem."(ibid.p.170) 
And further on, we read, "It would seem that within 
broadsheet journalistic discourse, this function of 
‘sanctioning’ – whether it be via attitudinal assessments  or 
via directives (modals of obligation) – is confined to the one 
journalistic role,  that of commentator. Even though the 
correspondent voice writer may argue and evaluate, they 
typically refrain from either mode of 
‘sanctioning’."(ibid.p.181) 
   So eventually in our texts we are dealing with the 
"commentator voice", which may consist of authorial social 
sanction, plus authorial directives (proposals), in addition to 
criticism. All the annotations have been done by the first 
author for his Master thesis and have been counterchecked 
by second author. 

3 Annotating Italian Political Journalistic Texts 
   For our annotation work we limited ourselves to using one 
single subsystem. The Attitude subsystem describes the 
author’s feelings as they are conveyed within the text, and it 
is articulated into three main semantic regions with their 
relative positive/negative polarity, namely:  

• Affect: describes proper feelings and any emotional 
reaction within the text aimed towards human 
behaviour/process and phenomena.  

• Judgement: considers the ethical evaluation on 
people and their behaviours.  

• Appreciation: represent any aesthetic evaluation of 
things, both man-made and natural phenomena.  

The choice to rule-out the others two subsystem 
(Engagement and Graduation) and the features of the three 
sub-categories of the Attitude subsystem, was made mainly 
to maintain the notational work on a manageable level, and 
also because we were more interested in a coarse 
quantitative substantiation of the authors‘ opinions within 
the analyzed texts, rather than conducting a fine-grained 
analysis about their construction or graduation. In other 
words, we wanted to assess how descriptive a plain 
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recognition of evaluative sequences is without further 
detailed information. 
   Besides, annotation using the Appraisal framework is very 
hard and highly demanding in terms of decision choice. 
Differentiating between the three subclasses was done 
keeping in mind the lexicon and the structures associated to 
them in the book by M&W. However, we had to translate all 
the vocabulary into Italian in order to make it easier to use. 

3.2 Using the XML format 
The annotation work on the texts has been accomplished 
using the Extensible Markup Language due to its flexibility 
and because of the possibility to use specifically devised 
tags. Following there is a snippet of the XML annotation.  
 

 
 
The tags we used for the annotation include a tag for <text> 
contains the whole text of the article; <p> to mark 
paragraphs, and <s> to mark sentences. However, every time 
the article was published as a unique block of text, we 
structured the article content, first identifying the sentences 
and then grouping them in relation to their meaning: when a 
sentence was strictly related to one or more of the 
following/previous propositions, they were clustered 
together within the same paragraph.  
   Focusing on the annotation of the evaluative sequences 
instead, every time we found an evaluative word (or 
sequence of words) within a political satire article, we 
delimited the item/phrase within the tags <apprsl></apprsl>. 
Subsequently, following the general indications mentioned 
above provided by M&W, we assigned one of the three 
subcategories – affect5, judgement and appreciation – as 
attribute of the tag <apprsl>, also providing the 
positive/negative sentiment orientation as value of the 
attribute.  

3.3 Linguistic Criteria for Annotation 
Since the text typology we annotated showed a lot of 
complex linguistic features, and because no previous work 
was found on labelling long satiric texts using the Appraisal 
Framework – nor in the computational linguistics 
framework, we had to address the annotation task using 

!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
5 Please notice that we have substituted the name of the affect 
subcategory with the title of the subsystem attitude. However, the 
attribute attitude in our work is equivalent to the subcategory affect.  

brand-new criteria specifically designed for the purpose of 
isolating as many evaluative items/sequences as possible. 
The criteria, in relation to their most relevant linguistic 
aspects, are grouped in one of the following set of notational 
principles, namely lexical, semantic and syntactic set.  

Lexical criteria: these notational principles mostly 
correspond to the indications contained in M&W:  
�  Whenever an item implicitly or explicitly indicates or 
presumes an emotive reaction, a mood or a feeling related to 
the author or to others subjects mentioned by the author, use 
the tag <apprsl> with the AFFECT attribute and its relative 
polarity.  
�  Whenever an item indicates or presumes a judgement on 
people, groups or actions related implicitly/explicitly to 
people or groups, use the tag <apprsl> with the 
JUDGEMENT attribute and its relative polarity. 
� Whenever an item indicates or presumes an evaluation on 
abstract entities, natural phenomena, artificial processes or 
man-made things, use the tag <apprsl> with the 
APPRECIATION attribute and its relative polarity. 
� The polarity orientation assignment is based on the literal 
meanings of the evaluative item. 
� In case of doubtful polarity orientation, polarity can be 
assigned by looking at previous or current phrasal context 
where the evaluative item appears.  

   Furthermore the phrasal contexts often served not only as 
clue for the polarity assignment, but they themselves 
contained evaluative sequences and thus we had to annotate 
chains of lexical items as single evaluative units. This aspect 
reflects the discursive nature of long satiric texts. So a 
number of semantic and syntactic criteria were needed so as 
to enhance the notational analysis.  

Semantic criteria:  
- Anytime one or more verb/noun modifiers are found, when 
they do not represent meaningful evaluation by themselves, 
they are annotated together with the part of speech that they 
contribute to modify. 
- Any instance of evaluation conveyed by means of a 
multiword expression, is annotated as a single appraisal unit. 
- Any instance of evaluation conveyed by means of 
rhetorical or figurative language, is annotated as a single 
appraisal unit. When possible the evaluations are embedded 
so as to include appraisal units into bigger evaluative unit, in 
order to fully capture figures of speech such as oxymora, 
apagoges, rhetorical questions, interjections and the like.  

Syntactic Criteria:  
- Without exceeding the length of the proposition, it is 
allowed to annotate phrases as single appraisal unit up until a 
clause-level, whenever they express opinions or evaluations. 
Additionally, for those cases where complex phrasal 
structures were found, we limited ourselves to the annotation 
of the most evaluative part within the overall sequence, so as 
to avoid overproduction of long annotation. 
- Again, when possible, the clauses have been de-structured 
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so that through embedding we were able to capture the 
evaluation on a clause-level in greater detail. 
- It is allowed to annotate evaluative sequences on a clause 
level even beyond the punctuation marks limits. However, 
these annotations were very rare. 
- In case of dyad/triad of items, whenever they share the 
same attribute and the same polarity orientation, they are 
annotated as single evaluative units. 
- In case of more than three items in a row that share the 
same attribute and the same polarity orientation, they were 
annotated separately.  

3.4 Embedded classifications 
We created embedded classifications in order to account for 
the dependency existing between two adjacent phrases in the 
definition of the literal/nonliteral meaning of the sentence. 
We counted 220 such embeddings for Serra's texts and 146 
for Oppo's texts. Consider a few examples taken from Serra's 
texts: 

<apprsl appreciation="positive">Di scienza si vive</apprsl>, 
ma<apprsl appreciation="negative">di "allarmi" si 
muore</apprsl>,<apprsl appreciation="negative">ne 
ammazza più l'<apprsl 
attitude="negative">ansia</apprsl>del colesterolo</apprsl>. 
/ One can live of science, one dies from alarms, more get 
killed by anxiety than by cholesterol. 

In this case, the polarity of the embedded annotations is 
identical as it is for the majority of the cases in Serra's texts. 
But look at one of the non-identical cases: 

Chiunque ci abbia provato, almeno negli ultimi due 
secoli,<apprsl judgement="positive">ha vinto qualche 
battaglia<apprsl judgement="negative">ma alla fine ha 
perduto la guerra</apprsl></apprsl>. / All those who have 
tried, at least in the last two centuries, have won some battle 
but at the end have lost the war. 

And here below two examples taken from Oppo's texts 
where we see that the same technique is used: 

Intanto, Berlusconi<apprsl judgement="negative"> dilaga in 
prima persona</apprsl>, <apprsl 
judgement="negative">sotto forma di una<apprsl 
appreciation="negative">generale regressione 
nazionale</apprsl></apprsl>, / In the meantime, Berlusconi 
floods everywhere in first person under the guise of a 
general national regression. 

where we find in both case the same polarity – negative – 
but a different category, the first Judgement and the second 
Appreciation. Now a second example where polarity is also 
reversed but also category is modified: 

E tutto per le<apprsl appreciation="negative">famose 
cene<apprsl appreciation="positive"> eleganti</apprsl> 
</apprsl>, ragazza alla quale,<apprsl judgement= 
"positive">al massimo, venivano pagati il viaggio e 

un<apprsl appreciation="negative"> abituccio</apprsl>di 
circostanza</apprsl>. / And all for the famous elegant 
dinners, a girl to whom at most the trip was reimbursed and 
a valueless courtesy dress 

A further example that contains a well constructed definition 
of irony: 

Ovvio che lo stile è<apprsl appreciation="positive"> molto 
diverso</apprsl>: da parte del professore<apprsl 
judgement="positive">nessuna volgarità</apprsl> e<apprsl 
judgement="positive">tanto meno barzellette<apprsl 
appreciation="negative"> sconce</apprsl></apprsl>;<apprsl 
judgement="positive" >soltanto una ironia<apprsl 
appreciation="positive">così sottile che <apprsl 
appreciation="negative">sembra la lama di un 
coltello<apprsl appreciation="positive">ben 
affilato</apprsl></apprsl></apprsl></apprsl>. /Obviously, 
the style is very different: from the side of the professor, no 
vulgarity and not even dirty puns and jokes, just a subtle 
irony, so sharp that it seems the edge of a knife well 
sharpened. 

4 Results  
The starting hypothesis was that both commentators were 
characterized by a high number of Judgements and possibily, 
negative ones. Then we also hypothesized that there should 
be an important difference between the two corpora, Oppo's 
being the one with the highest number. These hypotheses 
have been borne out by the results of the annotation as can 
be seen in the distribution of categories in the tables 
presented below. First of all general data about the 
annotations: 

 NoSents No.Toks No.Annots 
Oppo 514 14350 1651 
Serra 561 14641 1849 
Table1: Serra’s annotations split by polarity 

When computing general data for main categories the picture 
was the one in Fig. 1 below.  

 
Fig1. : Total Annotations divided by main appraisal classes 
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There is a clear difference in the use of appraisal evaluative 
classes in our two authors: Serra seems to prefer 
Appreciations, Oppo on the contrary favours the use of 
Judgements. In addition, when we collapsed polarity within 
the categories we obtained the distribution reported in the 
Tables 2. and 3. below: 

Serra JudgNegat JudgPost ApprNegat ApprPost 

totals 577 216 678 385 
mean 9.0 3.4 10.6 6.0 
dev.stand. 5.0694 2.6934 4.566 3.6274 

Table2: Serra’s annotations split by polarity 

 

Oppo JudgNegat JudgPost ApprNegat ApprPost 

totals 824 260 442 188 
mean 17.2 5.4 9.2 3.9 
dev.stand. 5.289 3.637 3.978 2.727 
Table3: Oppo’s annotations split by polarity 

In Table2. and 3. we report data related to the two main 
categories collapsed separately by polarity. As can be noted, 
differences in total occurrencies of Negative Judgements are 
very high now and Oppo has the highest. Also Positive 
Judgements shows a majority of cases annotated for Oppo’s 
texts.  
   On the contrary, with the Appreciation class the difference 
is in favour of Serra, both for Negative and Positive polarity 
values. Standard Deviations are higher for Serra's data but 
this may be due to the disparity of total occurrencies, which 
in the case of Positive polarity is over the double and in the 
case of Negative polarity it is about one third higher. 
Eventually, we can see that Oppo's commentaries are based 
mainly on Judgement categories and their polarity is for the 
majority of the cases Negatively marked. Also Appreciation 
has a strong Negative bias as can be gathered from Table 3. 
On the contrary, Serra's commentaries are more based on 
Appreciation and polarity is almost identically biased.  
   We decided then to recalculate quantitative data using a 
corrective factor based on total number of tokens and a 
Normalized Mean Sum. The Normalized Mean Sum is the 
Sum of all occurrencies divided up by the Sum of the 
Mean + Standard Deviation. Standard Deviation has now 
been obtained by multiplying original absolute values 
with a factor derived from the division of number of 
annotations in a text by number of tokens. In this way, the 
absolute values are now comparable between the two set 
of texts notwithstanding the fact that they are in different 
number. We report tables related only to Judgements. 
 

 

Table4: Oppo’s annotations recalculated on the basis of tokens 

 

 

 

 

Table5: Serra’s annotations recalculated on the basis of tokens 

As can be seen from the Normalized Mean Sum now it is 
the case that Oppo's data are much more homogeneously 
distributed, having a lower Standard Deviation. 

4.1 Previous experiments with literal 
interpretation 
 The previous analyses of irony was fully literal and was 
based on the algorithm we used in a number of previous task 
for sentiment analysis in Italian newspapers in politically 
related articles. The system uses a number of freely 
downloadable resources including SentiWordNet, a 
translated version of Linguistic Enquiry, etc. The results are 
shown below. 

Table10: General quantitative data from IT_Getaruns 

   In this table we show general quantitative measurements 
where we can see that so-called Vocabulary Richness for the 
two authors is practically the same. A first interesting result 
is the ratio of Non-factual propositions compared to factual 
ones, where we see that the proportion is higher in Serra. In 
Appraisal Theory terms this amounts to saying that Oppo's 
level of Engagement is higher than the one of Serra. Number 
of Referential Expressions used is on the contrary almost 
identical. The next series of data computed includes polarity 
values for the two corpora: 

Table11: General quantitative data from IT_Getaruns 

The values listed in the table represent ratios computed 
between couple of attributes. Ratios of negative propositions 
is computed with respect to positive ones: as can be seen, it 
is almost the double in Oppo. On the contrary Negative 
words show the opposite distribution. P_diathesis computes 
number of passive sentences, which is higher in Oppo, on 
the contrary Subjective propositions are in the opposite 
distribution, more in Serra's texts. Negative words have 
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almost identical distributions and the same applied to 
positive words. The final attribute POV, evaluates Point of 
View, if a sentence expresses the Pov of a different character 
or the Pov of the author: the percentage shows a higher Pov 
by the author in Serra's commentaries. No clear-cut 
classification can be gathered from the comparison between 
annotation data and these ones and in fact we have not even 
tried correlation measurements of polarities values. 

5 Conclusion 

As previous scientific literature on the topic suggests –  
[Taboada & Grieve, 2004; Fletcher & Patrick 2005; Khoo et 
al., 2012; Read & Carrol, 2012; Hall & Sheyholislami, 2013] 
– using (a reduced version of) the Appraisal framework 
proved to be a useful tool for the completion of manual 
annotation and for further automatic operations. Yet we were 
not able to represent properly some of the evaluative 
sequences because of the high level of complexity of the 
textual structure.  
  One of the main issue was represented by cases of 
linguistic cohesion realized through nominal anaphora. 
Additionally, if we consider that anaphora is not always 
realized within a sentence, a further level of complexity is 
added to the representation of evaluative information: the 
need to take into account discourse or text level anaphora. 
Future research goals will focus on solving the above issues, 
further increasing the number of satirical articles included 
within the corpus while strengthening the manual annotation 
with the efforts of new annotators and the revision of the 
existing corpus for a better harmonization with the new 
texts.  
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Abstract

Analyzing social media data can be a rich supple-
ment to the traditional reporting tools of interviews
and observation. In this work we proposed a frame-
work for analyzing and exploring twitter streams,
by fusing information about the influence of the
users, the topics of discussion, the relations and co-
occurrences of the named entities. The framework
offers expressive visualization tools, enabling users
to draw useful conclusions about the data.

1 Introduction

As more people have turned to social-media platforms as a
place to gather and share ideas, many journalists have been
urged to use these spaces as a place to share their work and
indentify important information published. Social media are
part of the Big Data paradigm and are characterized by high
Velocity, Veracity and Volume (“the 3 Vs”). In Twitter for
example, more than 255 million active users publish over
500 million 140-character “tweets” every day1. Evidently it
has become an important communication medium. More and
more people use social media not only to communicate their
ideas and thoughts, but also to spread important news. Given
the enormous size of information exchange happening every
day, it is a rather challenging task for journalists to process
these data and filter out the important and relevant informa-
tion. Analyzing web traffic and social media patterns can be
a rich, and increasingly vital, supplement to the traditional
reporting tools of interviews and observation. Such data can
provide context and clues that also can help better frame and
situate stories, as well as furnish new pathways to sources and
assess popularity, importance and visibility within the online
world.
The topics on Twitter span cross multiple domains from pri-
vate issues to important public events in the society. There-
fore, filtering out the important or relevant to the user infor-
mation poses the first challenge for automated processing of
tweets. For this reason one needs to deploy intelligent meth-
ods for focused analysis of all types of content, strongly based
on entity and relation extraction techniques, so that informa-
tion can be clustered around automatically extracted and dy-

1https://about.twitter.com/company

namically evolving entities and relations between them. In
addition, another very important issue in social network anal-
ysis is the identification of key persons in a social network.
In this work, we propose a framework for analyzing and visu-
alizing the important information from a twitter stream. This
framework is based on both natural language processing tools
as well as structural analysis in order to identify the important
information spread in twitter. It offers a set on expressive vi-
sualization tools which can give insights to the user about the
analyzed content.

2 Proposed Method

2.1 General Workflow

The overall scheme of the framework described in the cur-
rent work is depicted in figure 1. The main steps involved in
extracting knowledge from semantically-diverse sources and
fusing it into meaningful visualizations are the following:

• Text Analysis: Using natural language processing tech-
niques, our aim is to extract information about important
events unfolding in the tweets. To this end, we deploy a
Named Entity Extraction scheme based on the assump-
tion that the main protagonists of such events are Named
Entities, like persons or organizations and a Relation Ex-
traction module for identifying the events in the stream
of news.

• Structural Analysis: The goal of this methodology is to
pinpoint the influential users of the network, while tak-
ing into account the content of the tweets. To do so, we
exploit the structural information of the network while
still considering the topic content of the tweets, imple-
menting a hybrid method based on both structure of the
network and content of the interactions to rank the influ-
ence of the users.

• Visualization Routines: Finally, fusing information
about the influence of the users, the topics of discussion,
the relations and co-occurrences of the Named Entities,
we can organize and combine the data into expressive
visualizations, enabling us to draw conclusions or get
insights regarding the data.

The aforementioned methods are explained in detail in the
following sections.
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Raw Tweets
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Chord Diagram

Time Series
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input text

Figure 1: Proposed workflow diagram for visualizing trends in Twitter.

2.2 Text Analysis

The goal of text analysis is to tackle the task of “important”
event extraction from the vast stream of Twitter data. To
do so, we relied on an innovative work [10], that combines
state-of-the-art methods and tools.

In particular, the outline of the pipeline used, is as follows:
1. Preprocessing: Cleaning the input data is crucial for ac-

curate Named Entity Recognition and Relation Extrac-
tion. This is done through cleaning of the text from
residual html tags, tokenization and user name resolu-
tion(replacing user mentions with their according twitter
username, enabling us to find more relations).

2. Named Entity Recognition: Afterwards, we move on to
find the named entities in each tweet, as well as their
types. For this task, the Stanford Named Entity Rec-
ognizer(Stanford NER) [6] was used because it is re-
ported [5] to achieve the highest average precision. We
focus on named entities of type Location, Person and
Organization that are much more probable to be part of
”important” events, where ”important” would indicate
tweets containing informational value to the user, such
as a politician attending a summit, or an organization
making a press conference.

3. Relation Extraction and Selection: Subsequently, this
module aims to extract meaningful relations of the form
subject-predicate-object, with subject and object being
among the extracted named entities. This is done using
ClausIE [4], in conjunction with several modifications
tailored for the task. Using the frequency of the occur-
rences of the named entities, we filter the extracted rela-
tions, in order to retrieve the most important news.

2.3 Structural Analysis

The core idea of this part of the work is to identify influential
users on an on-line social community like Twitter. In detail,
we implemented the novel method of Topic Sensitive-
Supervised Random Walks(TS-SRW) [9]. This method
utilizes structural information about the users/nodes and
interactions/edges, as well as textual content affiliated to
each node(the tweets of the user) in the network, to measure
topic-sensitive influence of nodes.

To do so, a Latent Dirichlet Allocation [2] model is first
used to extract the per topic distributions of each user. Then,
the similarity between users based on those topic proportions
is computed, as it is needed for the Supervised Random Walk
[1]. Finally, exploiting the structure of the network to create
weights between edges and the similarity values of the nodes
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Figure 2: Example of a User Network

regarding topics, a Biased Random Walk is performed on the
graph. The intuition is that the higher the topical similarity
and the edge weight, the higher the transition probability will
be, leading us to more influential nodes.
At the end of this procedure a PageRank-like score is com-
puted for each node, denoting the influence of the user in the
network.

3 Experiment and Visualization Tools

The previous stage of the workflow provides us with
processed information that can now be combined and
subsequently visualized, in order to gain insights about the
data. There are many ways to use the information produced
and here we will only point out a few of the visualization
schemes that can augment the expressiveness of information,
enhance user interaction and facilitate knowledge discovery.
In order to showcase the usefulness of the proposed work-
flow, we conducted an experiment applying it to the Snow
2014 Data Challenge test dataset2. This dataset consists of
1.089.909 tweets, by 560.009 users, resulting in 963.685
edges. The keywords used to gather the data, through the
Twitter Streaming API, were Syria, terror, Ukraine and
bitcoin.
As noted before, the main idea was to fuse the knowledge
regarding the influence of the users with the relations of
the named entities found in the tweets of those users. A
few descriptive ways to convey facts about these complex
interconnections of users, relations and user-influence are
adumbrated below3.

2publicly available at http://figshare.com/
articles/SNOW_2014_Data_Challenge/1003755

3Visit http://users.iit.demokritos.gr/˜bogas.
ko/ for live-interactive demos.

User Network

A multiple-aspect browsing of the data is possible through
a network representation. In particular, we are interested
in how the different users are connected with each other,
how influential they are and what is their main topic of
conversation. This can be visually expressed through a User
Network. It is made feasible by utilizing the results of the
Structural Analysis and is depicted in figure 2. Each node
is a user, with radius proportional to their influence, color
based on their main topic of interest and the links between
them are interactions such as mentions, replies, retweets etc.

Figure 3: Network filtered by topic about finance.

This representation is very rich, allowing us to view the
network from different perspectives. In an example scenario
such as viral marketing or opinion propagation, one could be
interested in finding the influential users regarding financial
matters. We could filter the nodes according to a topic re-
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Figure 4: Time Series of the mean influence of named entities over 8 time periods.

garding finance and find the most influential users, based on
their mean influence, or the users that act as connecting links
between the different communities, based on their betwee-
ness centrality [7]. An example is depicted in figure 3.
We have filtered the network to focus on users discussing
about financial topics. It can be seen by the size of the nodes
that CNNMoney is more influential in this community than
CNBC or the Bitcoin profile. However, using the betwee-
ness centrality filter, one could see that the Bitcoin profile is
superior in terms of being the interconnecting node between
different users.

This view of the users as interconnected nodes, along
with filtering capabilities regarding topic, mean influence
or other kinds of attributes for each user, allow for diverse
and multi-purpose exploratory analysis. Others for example
might be more interested in what topics are the most dom-
inant in the network, what are the influential users talking
about in a specific time period, which nodes are the main
news providers, which users tend to create hubs around them
and more.

Chord Diagram

A different view of the data can be offered through a
Chord Diagram. A Chord Diagram is a way of exposing
the inter-relationships of data [8]. In our case, we focused
on the frequency of the named entities found in our corpus,
as well, as the co-occurrences of the different pairs, across
time. For this purpose, we calculated a co-occurrence matrix
regarding all the named entities while taking into account the
frequency of the named entities for different time periods.
The resulting tool would create a Chord Diagram as the one
shown in figure 5.

The insights gained from this type of visualization are
multiple. For example, one can see over the different time
periods which Named Entities were the most frequent. As
expected for our example dataset, entities like Ukraine, Syria,
Obama etc. are the most important ones. But looking at the
diagrams, someone might be perplexed as to why Ukraine
co-occurs so often with Venezuela. This unexpected link
is explained by looking at some other top named entities
such as Liubov Yeremicheva, Yaryna Pochtarenko, who are
photographers that have taken pictures of Ukraine protesters

Figure 5: Example of a Chord Diagram

declaring support to their Venezuelan counterparts4. The
Chord Diagram emphasized this connection, helping us
unveil and understand the hidden link between the two
events.

Time Series

A more conventional visualization scheme is a Time Series
analysis of the influence of the named entities. Specifically,
we focus on the top-10 most frequent named entities per time
period and calculate the mean influence of each entity, ac-
cording to the influence of the users that write about them.
Then, we can portray how the influence of each term fluctu-
ates between different time periods, as shown in figure 4.

Some entities have generally high influence over all time
periods, such as Russia(light blue), others spike and disap-

4Protests in February, 2014 http://ireport.cnn.com/
docs/DOC-1097482
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Figure 6: Example of Named Entities Network

pear, such as Manchester United(pink), CL(orange), because
they were triggered by a specific event that ended (a football
match).

These are very interesting in terms of finding trending
keywords, events or what the topic of interest of the most
influential users.

Named Entities Network

Another interesting visualization design displays the
named entities found in the tweets as nodes in an inter-
action network. The connections between nodes denote
the appearance of this pair of named entities in a tweet
and the size of each node expresses the aggregated user
influence of the profiles that talk about this named entity.
Moreover, projecting the named entities as nodes in a plane
and taking advantage of their connections allows us to find[3]
communities of named entities, that is sets of named entities
semantically close, based on co-occurrences. An instance of
this network is shown in figure 6.

This network view at the granularity level of named en-
tities enables the end user to understand the main topics of
discussions through trending keywords at glance. Moreover,
one can easily see what influential users talk about and how
these named entities interlink in order to form topics of inter-
est.Finally, one can use sophisticated filters in order to find
meaningful interconnections between the entities. For exam-
ple, one could filter based on the type of the named entities
looking for connections of organizations or companies with
persons, when investigating corruption news.

4 Conclusion and Future work

In this work we proposed a framework for analyzing and ex-
ploring twitter streams.This is done through analysis and fu-
sion of information about the influence of the users, the topics
of discussion, the co-occurrences of named entities in these
topics and the interactions of the users. The results of this
process are presented to the end user through expressive vi-
sualization tools, enabling users to draw useful conclusions
about the data.

As future steps, we would like to incorporate more analysis
tools in our framework, such as descriptive statistics regard-
ing topics of discussion or users’ interconnections. This, in
accordance with new visualization tools, will provide richer
information to the end users, such as ways of tracking the
source of an event or the probability of it being a false ru-
mor spread between users. Another possible future expansion
would be to process the news in a streaming fashion, allowing
journalists to monitor multiple story-lines at the same time.
That is, journalists would define a few keywords they would
like to focus on and using these tools they could delve into
specific details about the diffusion of news, the evolution of
a topic over time etc., gaining insights and drawing conclu-
sions.
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Abstract 
In this paper, a simple pipeline for identifying la-
beled topics for temporally ordered and topic-spe-
cific news corpora using word embeddings and key-
word identification is proposed. The steps in the 
pipeline rely on NLP techniques to identify key-
words, corpus periodization, and word embeddings. 
The proposed method is evaluated by applying it on 
a dataset consisting of TV and Radio transcripts on 
“Donald Trump.” The results demonstrated that the 
topics captured using this pipeline are more coher-
ent and informative than ones generated using La-
tent Dirichlet Allocation. Findings from this prelim-
inary experiment suggest that word embeddings 
models and common NLP keyword identification 
techniques can be used to identify coherent and la-
beled topics for a temporally ordered news corpus.   

1 Introduction 
“Word embeddings” refer to models that create dense vec-

tor representation for words or phrases in a text corpus by 
utilizing their immediate syntactic context, defined by a win-
dow with proximate terms. Recently, these models have 
gained popularity, partially due to advances in computing 
powers that have made creating vectors for large corpora 
more feasible [Goth, 2016]. Successful models for generating 
vector representations for words and phrases such as 
word2vec and its SKIPGRAM model [Mikolov et al., 2013a], 
GloVe [Pnnington et al., 2014], Swivel [Shazeer et al., 2016]  
and others [Levy and Goldberg, 2014b; Turian et al., 2010] 
have proven to be successful in performing various language-
related tasks. These tasks include solving analogies equations 
and generating word similarities. 

Researchers and scientists in Natural Language Processing 
(NLP) have leveraged these word embeddings models to 
solve various research problems related to text corpora. For 
example, Mikolov et al., [2013b] used them to translate texts 
between English and Spanish; Alemi and Ginsparg [2015] 
used them to segment text documents; Lebret et al., [2015] 
used them to generate image captions; and Leeuwenberga et 
al,.[2016] used them to find synonyms for words. These ex-
amples demonstrate the effectiveness of solutions that rely on 
word and phrase vectors as produced by the aforementioned 

word embeddings models. The success of these approaches 
also highlights the potential of word embeddings models for 
solving common and current NLP and text mining related re-
search problems. In this paper, the ability to utilize word em-
beddings models and keyword identification techniques to 
generate labeled topics for news corpora is investigated.  

One common feature of word embeddings models is a 
function that identifies a list of words or phrases that are most 
similar to a given word. This function simply locates the 
words or phrases that have similar vectors to a given word. 
According to Mikolov et al., [2013c], the types of similarities 
returned by the function in SKIPGRAM varies, while Levy and 
Goldberg [2014a] suggest that the similarities are mostly top-
ical.   

While representing a significant step forward, current word 
embeddings tools and models nonetheless still require cus-
tomization, modification, and enhancement in order to ac-
complish domain-specific and NLP-related tasks. Therefore, 
researchers studying and examining text corpora might ben-
efit from learning how other researches created pipelines or 
blueprints that utilize word embeddings models to solve and 
complete specific problems. Additionally, new solutions that 
leverage recent advances in NLP to create novel applications 
of word embeddings tools have the potential to advance the 
NLP field even further. 

Most word embeddings methods, for instance, rely only on 
the linear context of the text, which results in losing addi-
tional contextual information present in the text. Levy and 
Goldberg [2014a] proposed a new word embeddings method 
that generalizes SKIPGRAM by preserving dependencies such 
as “direct object” or “nominal subject” that each word in the 
text represents. They argued that incorporating these depend-
encies improved the similarity results generated by 
SKIPGRAM. We build on Levy and Goldberg research by 
demonstrating how adding additional contextual markers can 
enhance the performance of specific tasks popular when us-
ing word embeddings models.  

One particularly appropriate application of such enhanced 
solutions is discovering topics of a text corpus, and specifi-
cally in the area of topic modeling, an algorithmic approach 
that generates thematic clusters in a corpus based on the dis-
tribution of co-occurrence probabilities across word vectors. 
Research in topic modeling was pioneered by the work of 
Blei et al.,[2003] and their LDA (Latent Dirichlet Allocation) 
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method. There are a number of solutions that have extended 
the LDA method, the most successful and widely accepted of 
which is Labeled-LDA [Ramage et al., 2009]. Labeled-LDA 
extend LDA and generate not only topics for the corpus, but 
also labels that define the topics. The algorithm leverages the 
labels or tags linked to each document in the corpus. For in-
stance, if the examined corpus consists of academic papers 
on text mining, utilizing the authors’ keywords for each pa-
per, the algorithm generates labeled topics for the corpus, 
such as “entity resolution,” and “deep learning.” 

The growing work in topic modeling represents precisely 
the kind of opportunity for the enhanced NLP applications we 
discussed above. When analyzing text corpora, researchers 
commonly use topic modeling algorithms to generate topics 
latent in a text corpus. These topics can be used to establish 
context for the corpus, and to identify, efficiently and effec-
tively, the most important themes in the corpus. To the best 
of our knowledge, there has not been any work on capturing 
labeled topics for a corpus using word embeddings. 

In this paper, the topical similarities as identified by 
SKIPGRAM are leveraged to generate corpus-wide labeled 
topics. We find that utilizing the similarities as generated by 
Mikolov et al., [2013a] to generate labeled topics offers a sig-
nificant improvement over approaches that do not incorpo-
rate word embeddings to generate topics. The proposed pipe-
line relies on recent advances in temporal text mining an 
widely accepted Natural Language Processing techniques 
such as tokenizing, lemmatizing, Part of Speech (POS) tag-
ging, and keyword identification to generate “context” for the 
corpus. We argue that by providing “context” for the corpus, 
SKIPGRAM can be used to generate labeled topics that are 
more informative than ones generated by LDA, in particular 
for news corpora. Our application demonstrates that word 
embeddings can be effective and informative in generating 
labeled topics for text corpora when used to supplement com-
mon NLP techniques performed on the corpus.    

2 Methodology  
In this section, the steps in the proposed pipeline are briefly 

described. Figure 1 illustrates the entire pipeline, including 
the results achieved after each step. 

2.1 Periodization 
Corpus periodization is the process of segmenting a corpus 

into a set of smaller and discursively coherent periods while 
retaining the chronological order of the corpus. Social scien-
tists in fields such as sociology and history commonly use 
periodization to study various changes in a specific discourse 
across time by fragmenting a corpus into a set of focal periods 
[Morley and Bayley, 2009] . For example, when Ruef [1999]  
examined thirty years of textual news articles on market re-
form in the U.S. healthcare sector, he identified historical 
events and political acts in this time frame, and used them to 
segment the corpus into periods. Corpus periodization is in-
corporated in the proposed pipeline and utilized to identify 
the most important keyowords or noun phrases of the corpus. 
We explain the periodization method and the justification for 
using it in another paper [Alsudais and Tchalian, 2016].  

Corpus of temporally-tagged news documents 
 
 
 
 
Segments of documents 
 
 
 
 
  Processed text 

 

 

 

 
List of statistically 
significant noun phrases [SSNPs]  
 
 
 
 
 
 
 

List of labeled topics  
 

Figure 1. The steps in the propsed pipeline 

2.2 Text Preprocesing  
In this step, a number of common text processing tech-

niques are applied on the corpus. The purpose of this step is 
to refine the corpus and only retain information relevant to 
the process of topic labeling and generation. First, all the 
news articles in each period are tokenized into a set of sen-
tences. Then, all words in the sentences are tokenized, trans-
formed to lower case, and subsequently lemmatized, the ac-
cepted approach within the NLP field. By changing words to 
lower case and lemmatizing them, natural synonyms such as 
“Companies” and “company” get combined and counted as 
the same entity.   

2.3 Noun Phrases Extraction   
The purpose of this step is to identify the noun phrases 

most central to the corpus, a critical intermediate step in this 
pipeline. To complete this step, all the noun phrases in each 
period are captured and their frequencies are counted. After-
wards, a chi square goodness of fit test is computed with the 
frequency counts of the noun phrases in each period as the 
columns. The result of this step is a list of chi square values 
for each unique noun phrase in the corpus. A list of statically 
significant noun phrases is then created according to a se-
lected significance level or threshold. The list includes all the 
noun phrases that pass the defined threshold level.  
 

Periodize 

Run chi square test on noun phrases 
 

Process text: Tokenizing, lemmatizing, POS tag-
ging and noun phrases identification  

 

Run word embeddings on corpus  
 

Find “most similar” phrases for top SSNP 
 

Generate frequencies for noun phrases 
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2.4 Word Embeddings 
After preprocessing the corpus, removing all non-noun 
phrases, and saving noun phrases in the corpus as single units, 
in this step, a word embeddings model is run on the modified 
corpus. The result of this step is a dense vector representation 
for the noun phrases in the text. SKIPGRAM is used in this 
paper to generate the vector representations for the noun 
phrases.  Since various word embeddings models can produce 
different vectors for the same word or phrase in a corpus, us-
ing a different word embeddings model may not result in gen-
erating topical similarities identical to the ones SKIPGRAM 
generates. 

2.5  Labeled Topics Generation   
 The final step in this pipeline is to produce labeled topics 

for the corpus. Using the “most similar” function in 
word2vec, lists of the most similar noun phrases are gener-
ated for all the statistically significant noun phrases (SSNP). 
This function simply calculates and detects the noun phrases 
that have vectors that are most similar to a given word or 
phrase.  The SSNPs are then used as labels for the generated 
topics. While only topics for the top statically significant 
noun phrases were captured for the purposes of this paper, 
further extensions of this work will also identify topics for all 
SSNPs and combine similar and overlapping ones to create 
multi-labeled topics that fully capture the all the most popular 
themes in the corpus.  

3 Experiment  
  In this section, the results of applying the proposed 

method on a corpus of temporally tagged news corpora are 
demonstrated.  

3.1  Dataset  
In this paper, a dataset consisting of transcripts of news-

related television and radio shows in which the name “Don-
ald Trump” appeared is used. This dataset is selected to 
demonstrate the effectiveness of the method proposed in this 
paper in generating labeled topics for temporally ordered and 
topic-specific news corpora.   

Donald Trump announced his candidacy for President of 
the United States on June 16, 2015. Ever since, a considerable 
public dialogue has been taking place around the various ‘hot 
button’ topics his candidacy has elicited. Whatever the merit 
of the dialogue itself, its time-bound nature, considerable vol-
ume and focus on a limited number of topics makes it an ideal 
dataset for purposes of evaluating the method proposed in this 
paper. In particular, the method can be evaluated by measur-
ing its accuracy in capturing and labeling the topics latent in 
the news corpus representing the political dialogue.   

Two sources were used for the dataset: Fox News Network 
and National Public Radio (NPR), which together provide a 
substantial sample of the range of political discussions sur-
rounding the candidate. The dataset includes transcripts of 
shows that aired from June 1st, 2015 to March 31st, 2016. The 
total number of news transcripts is 2,271 documents. Just 

over a third of the corpus, 1,528 documents, aired on Fox 
News Network while the rest, 743 documents, aired on NPR. 

3.2 Periodization   

When the number of the initial temporal break points in the 
corpus is small, using a corpus periodization method to seg-
ment the corpus is not necessary. In this dataset, the initial 
points were the individual months between June, 2015 and 
March 2016. Due to the small number of the initial points, 
natural break points were used in this experiment and articles 
were grouped according to the month and year combination 
of when they were published. Accordingly, a set of ten peri-
ods was created. Figure 2 shows the breakdown of the peri-
ods, and the number of articles in each one.  

 
Rank Keyword  Rank Keyword 
1 Delegate  13 Cleveland 
2 Scott walker  14 Cruz 
3 Convention 15 Caucus 
4 Paris 16 Iowa 
5 Biden 17 South carolina 
6 Carly Fiorina 18 Assad 
7 Muslims 19 Nevada 
8 Iowa caucuse 20 Iowa and new 

hampshire 
9 Illegal immigrant 21 Committee 
10 Carson 22 Planned Parenthood 
11 Server 23 Putin 
12 Home state 24 Iran 
25 Caucuse 37 Gun 
26 New Hampshire 38 Primary 
27 Kasich 39 Syria 
28 Murder 40 Paul ryan 
29 Mexico 41 Shooting 
30 Terrorism 42 Nuclear Weapon 
31 Sanders 43 Russia 
32 Refugee 44 Afghanistan 
33 Illegal immigration 45 Agreement 
34 Jeb Bush 46 Nuclear deal 
35 Michigan 47 Sanction 
36 Benghazi 48 Outsider 
Table 1. Top SSNPs, as captured by periodization, the chi-square 

test and traditional bag-of-words approaches 

Figure 2.  The number of articles in each period. 
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3.3 Noun Phrases / Keywords    
  After preprocessing the corpus using the techniques de-

scribed in section 2.2, all noun phrases were identified along 
with the number of times they were used in each period.  Ac-
cordingly, the chi square values were computed for each noun 
phrase. Finally, a list of Statistically Significant Noun 
Phrases (SSNP) was generated based on the chi square values 
of the noun phrases at a significance level of 95%. The list 
contained over 700 noun phrases. In table 1, the top 48 SSNPs 
are listed. These words and phrases are later used as labels 
that define the topics. This list alone provides some contexts 
and summary of the corpus and the main themes discussed in 
the processed 2,271 documents across the ten periods.  

3.4 Labeled topics 
  After identifying the list of statistically significant noun 

phrases, all the documents in the dataset were processed us-
ing word2vec to create dense vector representations for all 
the unique phrases in the corpus. The final step in the pipeline 
was completed by simply querying word2vec to retrieve the 
lists of the most similar word or phrases to each of the words 

and phrases in the SSNPs list. These lists are used as topics, 
and the SSNP used to create them are used as the labels for 
the topics.  

We observed that labeled topics are not as informative 
when the label or noun phrase is a proper noun, such as 
“Biden” or “Cruz.” For example, for the label “Cruz,” the 
topic contained the names of a number of other presidential 
candidates such Rubio and Bush. Thus, more rigorous testing 
is needed to implement methodical changes that systemati-
cally, and perhaps iteratively, refine the topics. Additionally, 
there are instances where the labeled topics overlap and share 
the same underlying terms. Therefore, identifying and com-
bining these topics is needed. 

In table 2, a sample of the generated topics is displayed 
with more emphasis on topics that are not labeled with a 
proper noun. The effectiveness of the performance of the 
method proposed in this paper is demonstrated by comparing 
the generated labeled topics to topics generated by LDA on 
the same corpus. Some topics such “Planned parenthood” and 
“Terrorism” are more coherent than others.    

 
 

Selected Labeled Topics Generated by the Method Proposed in this Paper Topics as Generaetd by LDA  
 Label  Topic  

Delegate  ['ballot', 'convention', 'primary', 'first ballot', '1,237 delegate', '30 percent', 
'50 percent', 'republican primary', '20 percent', 'contested convention'] 

'-- ', 'bolling', 'williams', 'guilfoyle ', 'gutfeld 
', 'perino: ', ‘that's’, 'video', 'right', 'clip' 

Scott 
walker  

['rick santorum', 'john kasich', 'rick perry', 'mike huckabee', 'chris christie', 
'rand paul', 'lindsey graham', 'mitt romney', 'marco rubio', 'jeb bush'] 

'trump ', 'donald ', 'cruz ', 'ted ', 'republican ', 
"he's ", 'hillary ', 'rubio ', 'win ', 'campaign' 

Paris ['brussels', 'belgium', 'paris attack', 'terror attack', 'france', 'san bernardino', 
'mali', 'turkey', 'isis terrorist', 'bombing'] 

'kelly', '-- ', 'so,', 'unidentified', 'video', 'clip', 
'know', 'male', 'well, ', "he's" 

Muslims ['complete shutdown', 'more muslims', 'temporary ban', 'southern border', 
'christians', 'refugee', 'proposed ban', 'jihad', 'total and complete shutdown', 
'fear'] 

'carlson', 'planned ', 'abortion', 'parenthood', 
'pro-life', 'body', 'fields', 'parenthood', 'rose ', 
'abortion' 

Iowa 
caucuse 

['super tuesday', 'new hampshire primary', 'iowa caucus', 'new poll', 
'caucuse', 'republican race', 'national poll', 'south carolina primary', 'next 
week', 'tuesday'] 

“o'reilly", '-- ', 'unidentified', 'right', 'so, ', 
'yes', "that's", 'watters:', 'male', 'clip' 

Illegal 
immigrant 

['illegal alien', 'san francisco', 'deportation', 'five time', 'criminal', 'sanctuary 
city', 'immigrant', 'criminal alien', 'felon', 'citizen'] 

'-- ', 'wallace', "he's", 'well', "that's", 'debate', 
'know', 'republican', 'trump', 'lot' 

Server ['e-mail', 'classified information', 'email', 'private server', 'mail', 'top secret', 
'state department', 'e', 'private e-mail', 'benghazi'] 

'siegel', 'robert', 'greene', 'know', 'well', 
"you're", 'kind', "that's", 'mean', 'young' 

Home state ['double digit', 'third place', 'florida', 'second place', 'other state', 'latest poll', 
'win', 'ohio and florida', 'winner', 'wisconsin'] 

'baier', 'president', 'fox', 'news', 'video', '-- ', 
'end', 'begin ', 'clip', 'u.s.' 

Caucus ['early state', 'caucuse', 'ground game', 'turnout', 'republican primary', 
'voting', 'polling', 'iowa and new hampshire', 'primary', 'evangelical'] 

'trump', 'kurtz', 'recording', 'media', 'donald', 
'ari', "he's", 'unidentified', 'press ', 'news\n' 

Terrorism ['threat', 'terror', 'homeland', 'radical islam', 'initial response', 'middle east', 
'al qaeda', 'islamic state', 'isil', 'region'] 

'pope ', 'religious', 'carson', 'ben', 'faith', 
'christian', 'church', 'catholic', 'joe', 'pope.' 

Assad ['vacuum', 'putin', 'coalition', 'red line', 'ukraine', 'vladimir putin', 'force', 
'no-fly zone', 'iraq', 'ally'] 

'trump', '-- ', 'know', 'donald', "we're ", 
'[applause] ', 'great ', 'it.', 'trump', 'lot' 

Planned 
parenthood 

['abortion', 'body part', 'federal funding', 'abortion part', 'entire federal 
government', 'funding', 'taxpayer funding', 'abortion practice', 
'reimbursement', 'aborted fetuse'] 

'audie', 'cornish', 'scott', 'scott:', 'horsley', 'e.', 
'meyers', 'e.j.', 'as', 'dionne' 

Committee ['hearing', 'inspector general', 'benghazi committee', 'classified 
information', 'justice department', 'document', 'email', 'testimony', 'state 
department', 'mrs. clinton'] 

'cavuto: ', 'it`s ', '-- ', 'don`t ', 'well, ', 'i`m ', 
'that`s ', 'he`s ', 'we`re ', 'so,\n' 
 

Iran ['sanction', 'agreement', 'nuclear weapon', 'nuclear deal', 'north korea', 
'iranians', 'deal', 'u.n.', 'nuclear program', 'regime'] 

'- ', '(soundbite ', 'david ', 'archived ', 'steve ', 
'gonyea: ', 'inskeep: ', 'sarah ', "npr's ", 
'donald\n' 

Table 2. Summary of selected labeled topics as generated by proposed pipeline (left) and topics as generated by LDA.
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4. Conclusion and Future Work      
In this paper, a simple pipeline for identifying labeled top-

ics for temporally ordered and topic-specific news corpora is 
proposed.  The steps in this pipeline rely on 1) widely ac-
cepted Natural Language Processing techniques and ap-
proaches that preprocess and clean documents in the corpus, 
2) a periodization method that utilizes the temporal features 
of the corpus to periodize it and create comprehensive textual 
keywords, and 3) a word embeddings model that creates 
dense vector representation for all unique words and phrases 
in the corpus.  

The main contributions of this paper are 1) a demonstration 
that word embeddings models can be used to identify coher-
ent topics for a corpus and 2) a pipeline that can be replicated 
to produce a list of labeled topics for a temporally ordered 
news corpus.   

The effectiveness of this proposed method was demon-
strated by applying it to a corpus consisting of 2,271 televi-
sion and radio transcripts containing the term “Donald 
Trump.” We demonstrated that the labeled topics generated 
by the proposed method were more informative than ones 
generated by Latent Dirichlet Allocation (LDA). Our method 
captured more coherent topics than ones generated by LDA. 
Furthermore, this method more accurately captured semantic 
and syntactic context, as confirmed in the topics labeled 
“Planned Parenthood” and “Terrorism.” 

Additional and more rigorous testing and evaluation of this 
method is necessary. For instance, it is common to preprocess 
a corpus before generating topics with LDA. We 
acknowledge that, in this paper, LDA was run on the corpus 
without applying any preprocessing on the text. Prepro-
cessing the corpus might produce topics that are more concise 
and relevant. Thus, it is important to run additional tests, in 
order to determine whether such preprocessing can improve 
the accuracy, coherence and relevance of the standard LDA 
approach, possibly helping explain a proportion of the contri-
bution difference between that method and the one proposed 
in this paper. Very minor discrepancies in the topics gener-
ated using the processed and un-processed runs of this 
method proposed here strongly suggest that the difference 
would be negligible. Additionally, topic coherence measures 
such as CV and CP [Röder et al., 2015]  should be used to eval-
uate the results and quantitatively asses the coherence of each 
individual topic.  

This work can also be refined and extended in several 
ways. For example, examining the labeled topics reveals 
clear overlap between some of the topics. There are opportu-
nities, therefore, to further leverage the similarities between 
the terms and topics as identified by the word embeddings 
model, in order to merge and collapse certain topics. The re-
sults of this should be a set of topics that provide a compre-
hensive and complete summary for the corpus being studied. 
Moreover, examining the labeled topics also reveals different 
types and classes of topics. Thus, future work includes exam-
ining these types and creating a method that systematically 
classify them. 
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Abstract 
Due to various reasons, it is not rare that two  
cognate languages become strained for a period of  
time, only to become closer for another period of 
time. Traditionally the degree of similarity was 
assets by linguistics on the basis of their expertise.  
However, it is hardly possible to cover a large  
material only by human effort. We present a 
methodology of diachronic investigation on news 
corpora which determines the degree of similarity 
between cognate languages. 

1 Introduction 
The present work investigates the linguistic crisis that 
affects the journalistic laguage in two countries, Romania 
(including three historical regions: Moldavua, Tranylvania 
and Wallachia), and the Republic of Moldavia (known as 
Bessarabia), which until the early 19th century were one 
state. This linguistic contrastive study between Romania 
and Bessarabia allows intercepting many similarities, 
especially in diachrony. The similarities of the Romance 
languages are becoming more numerous, as we descend 
deeper into past. [Densuianu, 1902]. Other important 
differences were also detected, perhaps due to the influence 
of Russian language reflected on the Bessarabian language, 
starting from the middle of the 19th century. It is also 
important to note that starting with the 19th century the 
Romanian language was influenced for more than 30% by 
French and Italian (two Romance languages as Romanian).  
We analyse, via automatic corpus methodology, the 
similarity of the two languages, between two periods – 
before the Second World War and after the fall of 
communist regime. 

The methodology we present is language independent 
and it can be applied to any two corpora, let’s call them 
target and source. In a nutshell, we first determine the 
characteristics of  each  of  the  four corpora  and  then  we  
compute the similarity of pairs extracted from target and 
source corpora, on the basis of these characteristics. We 
take into account all levels of linguistics analysis in order to 
derive the language characteristics of a language: lexical, 
morphological, syntactical, semantically and discourse 

level respectively. We use a large suite of statistical 
methods in order to determine. 

The similarity considering both words, via word 
embedding techniques and topics, via LDA type analysis. 
The methodology we present is offers a basis for future  
large-scale studies, having a large impact on reducing the 
amount of human effort required by socio-historical 
linguistic analysis of language idioms in general. 

The results of this contrastive analysis highlight the 
significant changes in the distribution of terms that best 
reflects the differences in writing style, ranging from 
sentence and paragraph structure, to topic cohesion. 
Finally, a formula computes the similarity in a complete   
and objective way. 

In order to meaningfully carry out this analysis we 
compiled a corpus of journal articles from the geo-political 
distinct cognates: Romanian and Bessarabian. A large 
corpus (over 2.6 million lexical tokens),  chronologically 
ordered since the second decade of the 19th century (1817-
2015), was developed, structured in four independent 
collections of publications corresponding  to  Moldavia – 
68373 words, Wallachia – 143612, Transylvania – 
2294108 words, and Bessarabia – 92499 words. Based on 
this corpus we explore the diachronic phenomenon in 
order to identify statistically Romanian epochs reflected on 
the printing press and linguistic similarities from 
Bessarabian press. The Republic of Moldavia was a part 
of Romania (including   three Moldavia, Wallachia, 
Transylvania) until 1812, and  then from 1918 to 1941, 
becoming an independent state  after 1991. 

These texts can form the basis of an analytic process 
that aims to capture the semi-automatic deviations from 
the current norm. The automatically investigation offers a 
solution for historian as well, and historical significant 
correlation in the word usage may be discovered. In fact, 
diachronic analysis of cognate languages provides clues 
and insights into what the society considered adequate 
responses to social problems at a given moment. The 
rest of the paper is organized as follow: section 2 presents 
a brief review of relevant literature, section 3 depicts the 
corpora in details and the methodology, section 4 describes 
the analyse and interprets the results. Finally, the survey 
conclusions and future work are given in section 5. 
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2 Related Work 
Many previous works [Leech et al., 2009: Davies, 2013] 
have focused mainly on the linguistic interpretation of the 
statistically results. Their hypotheses were based on the 
ways language chnages without considering their causes. 

It has been established that some genetically related 
languages have a high degree of similarity to each other 
[Gooskens, 2006; Gooskens et al., 2008]. Various aspects 
present relevance when investigating the level of relatedness 
between languages, for example orthographic, phonetic, 
syntactic and semantic differences. The phonetic alterations 
have an orthographic correspondent, thus an alphabetic 
character correspondences [Delmestri and Cristianini, 
2010]. 

The diachronically comparative studies of the Romance 
languages expose the presence of many similarities 
[Densuianu, 1902]. Latin language, the origin of 
Romanian, French, Italian, Portuguese, Spanish, was the 
starting point, but  issues  about  substratum, superstratum  
and  adstratum which  contributed  to  differentiate 
languages  were  not  set aside. 

The  development  and  use  of software  for  natural 
language processing (NLP) highlight the defining aspects 
of the Romanian printing press (morphological and 
syntactic analysis, semantic analysis and, more recently, 
pragmatic analysis) that have many similarities to that of 
Bessarabia on the time axis that we have chosen. The rich 
literature tells its own story regarding the usefulness of 
technology and information services [Carstensen et al., 
2009; Jurafsky & Martin, 2009; Manning & Schütze, 
1999; Cole et al., 1998; Tufiș & Filip, 2002; Cristea & 
Butnariu, 2004; Trandabăț et al., 2012, Popescu & 
Strapparava, 2013, 2014, Gîfu, 2015]. 

Until now, the Romanian diachronic phenomenon was 
analysed using various methods. One of them relies on the 
comparison  of writing  styles  according  to various 
indices: text features  [Gîfu et al., 2016],  textual 
formality  [Eggins and Martin, 1997], and textual styles 
[Biber, 1987]. Another one is based on machine learning 
approach to explore the patterns that govern the lexical 
differences between two lexicons [Gîfu & Simionescu, 
2016].  

3 Corpus  
A large corpus (over 2.6 millions lexical tokens and 6500 
pages), chronologically  ordered, since the second decade of 
the  19th  century,  was  developed,  structured  in  four 
independent collections of publications corresponding to 
Moldavia (68373 lexical tokens), Wallachia (143612 lexical 
tokens), Transylvania (2294108 lexical tokens), and 
Bessarabia (92499 lexical tokens) (see Table 1 for 
descriptive statistics).  

Nowadays the first three regions form Romania, and 
Bessarabia was a part of Romania until 1812 and then from 
1918 to 1941, becoming an independent state  after 1991.  

 
 

  

Region Period 
Total 

lexical 
tokens 

Sources 

Bessarabia 

18
17

-2
01

5 

92499 

Basarabia reînoită; 
Curierul; Candela; 
Deșteptarea; Viața 

economică din Bălți; 
Solidaritatea; Ehos; 

Buletinul 
Arhiepiscopiei 

Chișinăului; Cuvânt 
moldovenesc; 

Ardealul; Basarabia; 
România nouă; Sfatul 

țării; Democratul 
Basarabiei; Glasul 

Basarabiei; 
Luminătorul; 

Dreptatea; Basarabia 
Chișinăului; 

Literatura și artă; 
Moldova Socialistă; 
Jurnal; Contrafort; 

Jurnal de 
Chișinău; Moldova 
suverană; Ziarul de 

gardă. 

Moldavia 

18
29

-2
01

5 

68373 

Albina românească; 
Convorbiri literare; 

Curierul. Foaia 
intereselor generale; 

Constitutionalul;  
Moldova Socialistă; 
Scânteia; Noutatea; 
Deșteptarea; Bună 
ziua, Iași; Ziarul de 
Vrancea; Monitorul 

de Vaslui; 
Evenimentul regional 

al Moldovei; 
Imparțial. 

Transylvania 

18
29

-2
01

5 

2294108 

Organulu Luminarei; 
Gazeta de 

Transilvania; Gazeta 
Transilvaniei; 

Telegrafulu Românu; 
Foaia pentru Minte 
Anima și Literatură; 
Telegraful român; 

Transilvania; 
Federațiunea; Gura 

Satului; Albina; 
Telegraful Românu; 

Familia; Aradu; 
Patria; Chemarea 
tinerimei române; 
Dreptatea; Aradul; 

Curierul creștin; Vatra 
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românească; Echinox; 
Adevărul de Cluj; 

Făclia; Monitorul de 
Cluj; Bihoreanul. 

Wallachia 

18
47

-2
01

5 

43612 

Curier românesc; 
Buletin. Gazeta 

oficială; România; 
Curierul românesc; 

Pressa, România 
liberă; Românulu; 

Timpul; Literatorul; 
Albina; Deșteptarea. 
Foaie pentru popor; 
Adeverul; Curierul 
artelor; Dimineața; 
Universul; Viitorul; 
Curentul; Universul 
literar; Adevărul; 
Adevărul literar și 
artistic; Scânteia; 
Romania literară; 

Dimineața copiilor; 
Evenimentul zilei; 
Gândul; Ziua; Ziua 
news; Ziua veche; 

 
Table 1. General corpus statistics 

 
In other words, we talk about four Romanian idioms, 

covering two linguistic registers (journalistic, literature). To 
each text the following identification information are 
assigned (regions, year, publication, author). 

It  is  also  important  that  this  corpus  represents  a  first 
iteration towards building a Gold corpus for each region, 
centered  on  diachronic  meta-annotation.  It was prepared 
during 2 years. First, the corpus was edited in PDF, so we 
applied the boiling-plate technology to obtain  raw  text  in 
TXT format (UTF-8 encoding), using Java PDF Library - 
Apache  PDFBox.  Then several corrections were  made  on 
the raw texts. Second, the processing phase continues with: 
segmentation, tokenization, lemmatization, part-of-speech, 
and NotInDict Markup using the UAIC POS-Tagger 
[Simionescu, 2011]. 

The result of the processing stage is an XML file that will 
be forwarded  for  other  data  processing.  Moreover, we 
apply GGS  grammar rules over the previous file. The GGS 
rules practically help to the disambiguation of the hyphen. 
In other words, one can understand when it is about 
hyphenation at the end of a row and when it deals with the 
components of the structure of certain words. 

4 Methodology  
We build diachronic vectors from corpus for each word, 
keeping on each slot the number of occurrences for  a 
specific year. There are two variants of these vectors that we 
build, depending on whether different ortho-lexical 
realizations of the same word are considered the same, thus 
they count  as one  vector,  or they  lead  to distinct  vectors. 

The lexical vectors are relevant in time classification tasks, 
but less useful for topic identification. Consequently, we use 
one or the other set depending on the task that we need to 
resolve. 
 A snap-shot from a typical vector looks like: 
 
768 pace / (EN) peace  1 1865  1 1868  17 
1877  15 1878  3 1880  1 1897 4 1900 
 

768 represents the total number of occurrences in the 
whole corpus, “pace”, Romania for peace, is the word and 
the occurrences of this word precedes the year. In this 
particular case, is easy to spot a variation in the period of 
1877 and 1878, which, not incidentally, corresponds to an 
independence war fought exactly in those years. These types 
of non-random variances represent the basis for a diachronic 
analysis. In fact, each epoch is determined by a certain 
distribution  of words.     

As  some  topics  of interest change over  the  time,  the  
distribution of words in newspaper reflects this phenomenon 
accurately. Thus, by employing a suite   of   statistical   test   
we can determine no-random changes in the word 
distribution. In [Popescu & Strapparava, 2013, 2014] was  
showed  that  there  are  a  short  period  of  few  years 
within each many words change their distribution. As such, 
this specific period  represents a transitional buffer between 
epochs. To determine the buffer period we apply to the from   
year to year. In particular we used three non parametric 
tests: Welch, run and ratio test. 

We test respectively whether two samples come from the 
same statistical population, or whether there is a large  
variance with respect to the mean, or the ratio of change 
from year to year shown an upward or a downward trend.  

For a very large corpus, like Google books for example, 
one can chose an arbitrary set of topics to investigate, but in 
this case we have a limited amount of data. Thus, we need 
first to indentify the topics that are represented in our 
corpus. For this we apply the LDA algorithm. At this step 
we use the non photo-lexical vectors are used. We filtered 
out set 25 topics the following topics for the target corpus,   
i.e. Romanian, like: 

 
război, literatură, partide, stat, 

pământ, muncitor, artă, sat, partidă / 
(EN) war, literature, parties, state, 
land, worker, art, village, party 

 
For these topics the following epochs have been 

identified: 
 

1832-1856 1920-1940 

1856-1877 1940-1980 

1877-1912 1980-1990 

1912-1920 1990-2015 
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Table 2. Romanian Epochs in Newspapers 

 
Considering this epochs as categories we build an SVM 

classificatory over whole target corpus (Weka 
implementation). We classified each news from the source 
corpus, i.e. Bessarabian. First thing we wanted to check 
was whether the classification is able to pin point correctly 
the source  news.  This  will  give  a  fairly  accurate 
indication whether there is indeed a similarity over the 
epochs between the two cognate languages, or the model 
will assign a more or less random epoch to the source 
news. We obtain an accuracy on epoch prediction of 
almost 78%. This figure indicates that the classificatory 
works correctly on the source corpus. 

We  averaged  over  the  classificatory   confidence   for  
each epoch  separately.  We  take  this  parameter  as 
indicator of the similarities between the cognate 
languages, because, one we know that the classificatory is 
appropriate, the confidence reflects the similarity. In Table 
2 we present the figure for each epoch separately.  

As Table 3 shows, the similarity varies over epochs.  
While these figures are not a direct measure of the similarity 
of the languages, they represent an objective indication of the 
high and very high overlapping between the two cognates. In 
fact was a high pressure for the language spoken in Bessarabia 
to change, and  the  Russian   influence   led  to  massive 
changes in the vocabulary, and consequently the similarity 
dropped significantly. However, the newspaper language 
preserved much of its identity.  
 

1832-1856 
 

75% 1920-1950 
 

87% 

1856-1877 
 

68% 1950-1980 
 

NA 

1877-1912 
 

68% 1980-1990 
 

NA 

1912-1920 
 

86% 1990-2015 
 

95% 

 
Table 3. Similarity as classifier confidence  

 

3 Conclusions and Further Research  
This research presents a diachronic survey conducted to 
compare journalistic language changes in the Romanian 
language in terms of time evolution across four regions, 
Bessarabia, Moldavia, Wallachia and Transylvania.  The 
results highlight major similarities and interesting 
differences in these collections of publications. 

We investigated the problem of diachronic similarity 
between the mass-media, newspaper, between cognate 
languages. In particular we focused on the relation between 
Romanian (including  the  historical  regions:  Moldova,  
Transylvania and Wallachia) and Bessarabian which, started 
with a high level of similarity and they are again to a very 

high level of similarity. The method we described is based 
on statistical analysis of words distributions over epochs 
reflected on the Romanian printing press and a statistical 
classifier, SVM, for each epoch. The methodology is 
language independent and offers an objective quantification 
of the similarity degree between old Romanian variants. 

As further work we plan to expand the methodology 
farther by including (i) more data, including from period 
1945-1990, when in Bessarabia the Latin alphabet was 
outlawed and (ii) implementing a deeper language analysis 
using and other statistical classifier as LSTM (Long Short 
Term Memory) in order to choose the best classifier in 
diachronic studies.  We   would   like   to   investigate   the 
semantic similarity between cognates by employing a 
deep learning approach as well. 
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