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Abstract—A method to design efficient puncture-constrained
interleavers for turbo codes (TCs) is introduced. Resulting TCs
profit from a joint optimization of puncturing pattern and
interleaver to achieve an improved error rate performance. First,
the puncturing pattern is selected based on the constituent
code Hamming distance spectrum and on the TC extrinsic
information exchange under uniform interleaving. Then, the
interleaver function is defined via a layered design process
taking account of several design criteria such as minimum span,
correlation girth, and puncturing constraints. We show that
applying interleaving with a periodic cross connection pattern
that can be assimilated to a protograph improves error-correction
performance when compared to the state-of-the-art TCs. An
application example is elaborated and compared with the long
term evolution (LTE) standard: a significant gain in performance
can be observed. An additional benefit of the proposed technique
resides in the important reduction of the search space for the
different interleaver parameters.

Index Terms—Turbo codes, protograph, puncturing pattern,
interleaver, span, correlation girth.

I. INTRODUCTION

IN recent years, interest in a large diversity of applica-
tions such as TV or multimedia content on demand [1],

live streaming, or interactive gaming has been continuously
growing due to the increased number of nomadic users.
Accordingly, the future generations of mobile networks (5G
and beyond) [2] call for higher data rates and capacity, with an
enhanced quality of service for different receiver scenarios [3]
and applications. To meet such requirements, error-correcting
codes able to guarantee low error rates (down to 10−5 of
frame error rate (FER)) need to be provided. A current
communication system such as long term evolution (LTE) [4]
cannot guarantee such error rates. First of all, due to the hybrid
automatic repeat request (HARQ) retransmission mechanism,
the targeted error rate in LTE is around 10−2 of FER. In
addition, the rate matching mechanism used to provide rate
compatibility in LTE causes undesirable interactions between
the code interleaver and the puncturing mechanism for some
configurations of block sizes and coding rates, entailing a poor
distance spectrum for the code and resulting in a pronounced
error floor [5].

The LTE standard adopted a turbo code (TC) as channel
code [4]. TCs, introduced by Berrou et al. [6], are certainly
one of the most popular channel coding schemes in wireless
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systems: besides LTE, they have been adopted in the IEEE
802.16 WiMAX (worldwide interoperability for microwave
access) [7] and DVB-RCS2 (2nd generation digital video
broadcasting - return channel via satellite) [8] standards. In
addition to their near-capacity performance, TCs are known
to be particularly flexible with respect to information frame
length and coding rate. Indeed, encoding information frames
of various lengths with different coding rates can be achieved
with the same encoder just by modifying the interleaver
parameters and the puncturing pattern. Provided that they are
able to guarantee lower error rates when they are punctured,
TCs remain promising channel coding candidates for 5G and
future generations.

The error rate performance of a TC is closely related to its
internal interleaving function. As introduced by Berrou and
Glavieux [9], the minimum Hamming distance (dmin) of a
TC is not only defined by its constituent encoders, but also
affected by the TC interleaver. In the last decade, different
interleaver structures have been proposed, particularly suited
for practical implementation and for improving the asymptotic
performance of TCs e.g., quadratic permutation polynomial
(QPP) interleavers [10] adopted in LTE [4], dithered relative
prime (DRP) interleavers [11], and almost regular permutation
(ARP) interleavers [12], adopted in the DVB-RCS/RCS2 [13],
[8] and IEEE 802.16 WiMAX [7] standards. The QPP inter-
leaver coefficients are selected based on the maximization of
the dmin value of a subset of low-weight input sequences with
weights of the form 2n, n being a small positive integer [10]. A
similar criterion was used in [14] to select the DRP interleaver
parameters. First, a regular interleaver with high scattering
properties is identified. Then, the dither vectors of the DRP
interleaver are selected in order to maximize the dmin value of
a subset of low-weight input patterns. In the case of the ARP
interleaver, a first strategy involves selecting the parameters
from those providing the best scattering properties and leading
to the highest dmin [12]. Another method, proposed in [15], is
based on the maximization of the correlation girth. In [16], it
was shown that introducing parity puncturing constraints into
the interleaver design yields improved performance.

In this study, we investigate the joint optimization of punc-
turing patterns and interleavers for TCs in order to guarantee
low error floors and good convergence thresholds. As a result,
a layered construction of TC interleaver is proposed, involving
the introduction of connection patterns called protographs,
named by analogy with protograph-based (PB) low-density
parity-check (LDPC) codes [17]. This work focuses on the
ARP interleaver model [12]. A significant reduction of the
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search space for the different interleaver parameters was
achieved with an important improvement in TC error rate
performance.

The rest of the paper is organized as follows. In Section
II, a description of the considered encoder structure, code
interleaver, and puncturing pattern is given. Section III in-
troduces relevant interleaver design criteria. In Section IV, a
puncturing pattern selection method is proposed. It is followed
by the description of the constraints on the interleaver imposed
by the puncturing patterns, leading to the concept of PB
interleavers for TCs. Section V describes the proposed layered
design method for TC interleavers. Afterwards, a summary of
the puncture-constrained interleaver design method is given.
Then, in Section VI, the proposed method is applied to
design TC interleavers and puncturing patterns for a set of
frame parameters included in LTE. Section VII shows the
simulated error rate performance of the proposed code and
its comparison with the original LTE code. Finally, Section
VIII concludes the paper.

II. SYSTEM DESCRIPTION

Among existing trellis termination techniques, tail-biting or
circular termination [18] is well suited for TCs. This technique
avoids the loss in spectral efficiency due to termination bits
and the generation of truncated codewords. Furthermore, with
tail-biting termination, the whole information sequence is
protected in the same way avoiding any edge effect. There-
fore, in this study we consider circular recursive systematic
convolutional (CRSC) codes as constituent codes of the TC,
since they apply tail-biting termination. The turbo encoder
structure considered in this study is shown in Fig. 1. The
information sequence d of size K is encoded by CRSC1,
and the corresponding interleaved sequence d′ is encoded by
CRSC2. The vectors at the output of the TC, data (d), parity
1 (r1), and parity 2 (r2), are punctured using a puncturing
mask of period M before being transmitted.

d

K

CRSC1

CRSC2d'

Puncturing mask

0 1 2 ...

d

r1

r2

M-1

1 1 1 0 1

1 1 1 0 1

Data punc. vector

Parity punc. vector

0 1 2 ... M-1

0 1 1 1 0

Interleaver

Parity punc. vector

Fig. 1. Considered TC encoder structure with an example of puncturing mask.

A. Turbo Code Interleaver Model

The interleaver is a key component of TCs. Its role is
twofold. First, it has a high impact on the achievable dmin

of the TC [9]. Second, due to its scattering properties, it
also affects the correlation of exchanged extrinsic information
during the iterative decoding process [19]. In this paper, TC

interleaving is defined as follows: the interleaver reads the
symbols from the data vector d=(d0, d1, ..., dK−1) and writes
them to the interleaved vector d′=(dΠ(0), dΠ(1), ..., dΠ(K−1)),
where Π denotes the interleaver function. A symbol read out
from address Π(i) in d is written to address i in d′. When
using CRSC codes as constituent codes of the TC, d and d′

can be represented by circles, as shown in Fig. 2.

Π(j)Π(i)

Π(0)

i

j

d

d'

0 . . .1 Π(1)

Fig. 2. A possible representation of the turbo code interleaver when using
constituent CRSC codes.

Three of the most popular interleaver families are the QPP
interleavers [10], the DRP interleavers [11], and the ARP
interleavers [12]. Our study only focuses on the ARP family.
As shown in [20], the ARP interleaver can provide the same
interleaving properties as the QPP or the DRP interleavers,
guaranteeing dmin values at least as high as these two families
of interleavers.

B. The ARP Interleaver

The ARP interleaver structure is derived from the regular
interleaver (RI):

Π(i) = (P ·i) modK (1)

where P is the RI period that must be relatively prime to
K. Rectangular return to zero (RTZ) error patterns cannot be
efficiently avoided with this permutation due to its regular
structure [12]. Therefore, a degree of disorder is introduced
by a vector of shifts S into the permutation, leading to the
ARP function:

Π(i) = (P ·i + S(imodQ)) modK. (2)

The vector of shifts S has length Q. It represents the introduced
disorder degree. Q is a divisor of K [15].

C. Puncturing Pattern

The TC coding rate, R, can be increased by puncturing some
bits at the TC output. Periodic puncturing is widely used in
practice because it can be easily implemented. In this study,
a periodic puncturing pattern with period M is considered
(see Fig. 1). CRSC codes with coding rate 1/2 are used as
constituent codes of the TC. Thus, for each constituent CRSC
code, the puncturing mask or pattern is composed of two
vectors of length M , corresponding to the puncturing positions
in the data (d) and parity vectors (r1 and r2). In order to
avoid edge effects when applying the puncturing mask, M is
assumed to be divisor of K.
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III. INTERLEAVER DESIGN CRITERIA

Two major target criteria have to be considered for the
design of a TC interleaver: the Hamming distance spectrum
of the resulting TC and the correlation between the channel
information and the a priori information at the decoder input.
The first terms of the distance spectrum have to be maximized,
with multiplicities (i.e., the number of codewords at these
distances) as low as possible, while the correlation between
the channel and the a priori information should be minimized.
Two measurable parameters related to these criteria have been
considered in our work: mimimum span and correlation girth.

A. Minimum Span

The span value associated with a couple of symbols in
positions i and j is defined according to [12], [21] as:

Sp(i, j) = f(i, j) + f(Π(i),Π(j)) (3)

where
f(u, v) = min[|u− v| ,K − |u− v|], (4)

f(u, v) evaluates the shortest distance between two symbols (u
and v) in a circular vector of size K, also called Lee distance
[22]. Then, the minimum value of span Sp min associated to
the interleaver is defined as:

Sp min = min
i6=j

[S(i, j)]. (5)

It was shown in [23] that the maximum achievable value
for Sp min is upper bounded by:

Sub =
⌊√

2K
⌋

(6)

when using tail-biting termination.
The minimum span value affects the TC distance spectrum.

In particular, for random-based interleavers, the increase of
minimum span was shown to yield larger dmin values for
the resulting TC [21]. Therefore, this value needs to be
maximized.

B. Correlation Girth

In the turbo decoding process, the decoder output at position
Π(i) (i.e., corresponding to the symbol at address Π(i) in d)
depends on the received symbol at the same position and,
due to the recursive nature of the constituent code, it is also
influenced by received symbols at positions in the vicinity
of Π(i). In addition, the decoder output at position Π(i)
also depends on the a priori information provided by the
second decoder from position i (i.e., associated to the symbol
at address i in d′). The corresponding correlation properties
depend on the recursive nature of the second decoder (i.e.,
positions in the vicinity of i in d′) and on the interleaver [24].
This latter should be designed to reduce the level of correlation
between the a priori information and the data sequence of
each constituent code [25]. To this end, a correlation graph
can be established in the design of TC interleavers. The
resulting interleaver should maximize the correlation girth g
(i.e., minimum correlation cycle).

An example of the proposed correlation graph for a TC is
shown in Fig. 3. The vertices are the bits of the information

sequence. The connections between neighbor bits in the non-
interleaved sequence d are represented by blue edges (outer
circle). The green dotted edges are the connections between
neighbor bits in the interleaved sequence d′, for a given
interleaver Π. This graph shows the different correlation cycles
in the turbo decoding process. Note that the correlation graph
for TCs is a regular graph of degree r = 4 (i.e., each vertex
has exactly 4 neighbors) with a number of vertices x=K.

1

1

r = 4

d0

dK-1 d1

1

1

Fig. 3. Example of proposed correlation graph representation for TCs with
r=4 and g=4.

An upper bound on the girth value g of a regular graph of
degree r can be deduced, based on the Moore bound [26]. Let
x(r, g) be the lowest number of vertices in a r-regular graph
with girth g. The Moore bound implies that g can be at most
proportional to the logarithm of x(r, g):

g ≤ 2 logr−1(x(r, g)) + O(1) (7)

where O(1) is the error term of the approximation. For the
information block sizes considered in this paper, K=1504 and
4000 bits, the upper bounds on the correlation girth obtained
from (7) are 13 and 15.

IV. INTERLEAVING WITH PUNCTURING CONSTRAINTS

As shown in [27], [28], the puncturing of well-chosen
systematic bits can increase the dmin value and reduce the
convergence threshold of high coding rate TCs. Thus, in this
work, we consider the design of puncturing masks including
data puncturing. The proposed puncturing mask selection and
puncturing constraints on the interleaver design are described
in the following sections.

A. Puncturing Mask Selection

The puncturing mask configuration is defined according to
the target code rate R of the TC and to the puncturing period
M . The target code rate R is computed as:

R =
M

M(1−Dp) + 2Up
(8)

where the data puncturing rate Dp corresponds to the ratio
between the number of punctured data bits (systematic bits)
and the total number of data bits. It is illustrated by the
puncturing mask applied on vector d in Fig. 1. Up is the
number of unpunctured parity bits per constituent CRSC code
in a puncturing period. For given R and M , Dp can take M+1
different values:

Dp =
m

M
,m = 0, ...,M. (9)
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However, in practice, the values of Dp are restricted to those
ensuring a constituent CRSC code rate Rc smaller than 1, to be
able to reconstruct the information sequence from the encoded
sequence. From (8), Up is given by:

Up =
M

2

(
1

R
+ Dp − 1

)
. (10)

In this study, Up is an integer value and the same value
applies for both CRSC codes, since only symmetric puncturing
masks (i.e., same puncturing pattern for both constituent CRSC
codes) are considered.

The puncturing mask design proposed in this work involves
the following steps:

1) Find the best puncturing pattern for each Dp value:
The “fast algorithm for searching trees” (FAST) was
introduced in [29] to evaluate the Hamming distance
spectrum of unpuctured convolutional codes. In prac-
tice, only the first terms of the distance spectrum, i.e.,
a truncated distance spectrum, are needed. When the
CRSC code is punctured by a periodic pattern of period
M , the FAST algorithm have to be run M times, each
time starting from a different position in the mask, from
0 to M −1, and the resulting M distance spectra are
accumulated to obtain the Hamming distance spectrum
of the punctured CRSC code. The best puncturing mask
for each Dp value is identified as the one generating the
best CRSC Hamming distance spectrum (i.e., highest
distance values in the first spectrum terms and minimal
number of codewords at these distances). Note that the
truncated distance spectrum of convolutional codes is
independent of K, provided that K is large enough (in
practice, if K is greater than the longest return to zero
(RTZ) sequence at the maximum Hamming distance
considered in the truncated spectrum). For CRSC codes,
an RTZ sequence is defined as any finite input sequence
which makes the code leave a given state and return
back to the same state.

2) Carry out a mutual information exchange analysis
to select a restricted set of puncturing masks:
In [28], the distribution of the extrinsic information in
terms of log-likelihood ratios at the output of a soft-in
soft-out (SISO) decoder was plotted and analyzed. It was
shown that the distribution of the extrinsic information
related to punctured data positions is different from the
one related to unpunctured data positions. Thus, in the
considered extrinsic information transfer (EXIT) chart
[30] analysis, we do not rely on a Gaussian approxima-
tion of the a priori message. Rather, we measure the
iterative evolution of the a priori mutual information,
within actual turbo decoding iterations via Monte Carlo
simulations. Uniform TC permutations [31] are used to
average the effect of the interleaver on the extrinsic
information exchange. A similar analysis was used in
the past to identify efficient precoding structures for
TCs [32]. The average mutual information between the
a posteriori log-likelihood ratios L of each constituent
SISO decoder and the data frame X is computed as in

[33] by:

I(L;X) = 1− 1

K

K∑
i=1

log2(1 + e−xiLi). (11)

However, at each decoding iteration, the a priori in-
formation at the input of one SISO decoder is taken
from the other SISO decoder, not from a virtual AWGN
channel. In this modified EXIT chart, the best puncturing
mask in terms of convergence performance is the one
providing the closest crossing point (IA, IE) to (1, 1).
Actually, in the selection process, we keep the restricted
set of puncturing masks providing crossing points closer
to (1, 1) than the mask corresponding to the systematic
code (Dp =0).

Afterwards, the error rate performance of the TC is eval-
uated for the remaining puncturing masks with uniform in-
terleaving. The puncturing mask providing the best tradeoff
between performance in the waterfall and error floor regions
is finally selected.

B. Data Puncture-Constrained Interleavers

Designing a non-catastrophic puncturing mask with punc-
tured data bits is an easy task for the first (non-interleaved)
CRSC code of the TC [34], using for instance the above-
mentioned FAST algorithm. However, when designing TC
interleavers, data puncturing constraints must be considered
to avoid semi-catastrophic or catastrophic puncturing masks
in the second (interleaved) CRSC code [34], [5]. Indeed,
due to such poor puncturing patterns, the Hamming distance
spectrum of the CRSC code can contain a dmin value equal
to one or even zero. To avoid poor puncturing patterns in
the second CRSC code, a data puncture-constrained (DPC)
interleaver must guarantee the same data puncturing pattern in
both constituent CRSC codes [34]. For instance, the possible
connections made by a DPC interleaver between punctured
data positions from d to d′ are shown in Fig. 4, for a data
puncturing mask with period M = 8. Note that only the
first puncturing period is shown in the figure, but connections
between different periods are also admitted.

0 1 2 73 4 5 6

d

d'

K-1

...

...

Information 
sequence

...

0 1 11 1 1 10

Data puncturing mask

Possible connections on

punctured data positions

Fig. 4. Example of possible connections between d and d′ on punctured
data positions via a DPC interleaver.

C. Protograph-Based Interleavers

The following analysis aims to identify additional useful
puncturing constraints for the design of TC interleavers. Our
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approach is based on the observation that, for a punctured
code, the reliability of extrinsic information related to an
information symbol depends on different parameters such as
the position of considered symbol in the puncturing period, the
puncturing or not of the corresponding parity, and the number
of punctured parities in the case of constituent codes with
several parities per information symbol.

During the turbo decoding process, extrinsic information
from a given constituent decoder is generated based on its
received parity sequence and is sent to the other constituent de-
coder via the interleaver/deinterleaver as a priori information
on data. The extrinsic information computed from unpunctured
parity positions is expected to be more reliable than the one
generated from punctured parity positions. In order to illustrate
this conjecture, we have plotted a conventional EXIT chart
for a TC only on positions with punctured parities, only on
positions with unpunctured parities and on the complete frame.
As shown in Fig. 5, the EXIT curve obtained from data at
unpunctured parity positions shows a wider tunnel opening
between the EXIT curves than the one obtained from data at
punctured parity positions.

0.0 0.2 0.4 0.6 0.8 1.0
0.0

0.2

0.4

0.6

0.8

1.0

 Complete frame
 Unpunctured parities
 Punctured parities

 

 

IE
1,

 IA
2

IA1, IE2

Fig. 5. Comparison of EXIT charts computed from the complete data frame
and from punctured and unpunctured parity positions at the signal-to-noise
(SNR) decoding threshold of the TC over the AWGN channel.

Since extrinsic information is used as a priori information
on data, a possible strategy for the interleaver construction
involves connecting the positions with highly reliable extrinsic
information to the positions with unreliable extrinsic informa-
tion, which are more prone to errors. This connection strategy
aims to spread the correction capability of the TC over the
whole data block. A particular case involves sorting the data
positions in a puncturing period M by increasing order of
reliability and connecting via the interleaver the least error-
prone data positions of one CRSC code to the most error-
prone data positions of the other one. We named the resulting
connection graph protograph, refering to protograph-based
LDPC codes [17], since the proposed protograph defines a

set of inter-period permutations. The protograph will be then
defined as follows:

1) Sorting of unpunctured data positions by error-prone
level in a puncturing period M: To this end, the
unpunctured data positions are punctured in turn with
an associated evaluation of the distance spectrum of the
resulting CRSC code. They are then sorted according
to their distance spectrum: the least error-prone data
position is the one with the best distance spectrum (i.e.,
the highest dmin and the lowest multiplicity; in the case
of equal dmin values and multiplicities the next higher
distance is considered) for the resulting CRSC code
when punctured and the most error-prone data position
is the one with the poorest distance spectrum (i.e., the
lowest dmin and the highest multiplicity) for the resulting
CRSC code when punctured. Note that additional data
puncturing is only introduced to evaluate the error-prone
level of unpunctured data positions and is then removed
from the puncturing mask. An example of sorting of
unpunctured data positions via this procedure is shown
in Fig. 6 for a puncturing period M =8.

2) Cross connection of unpunctured data positions: The
protograph involves connecting via the interleaver the
least error-prone data position of one CRSC code to
the most error-prone data position of the other one, the
second least error-prone data position to the second most
error-prone data position, and so on. Fig. 7 shows an
example of protograph for M =8 considering the sorting
of unpunctured data positions from Fig. 6. Dotted lines
correspond to possible connections between punctured
data positions due to the data puncturing constraint. The
protograph is periodically applied via the interleaver to
the information sequence d. For M =8, the protograph
is represented as in Fig. 7 by 8 different sub-interleavers
(Π0, ...,Π7), where for example Π1 ensures that symbols
at position 2 within a puncturing period in d are inter-
leaved to position 3 within a puncturing period in d′.

Sorting 5 62 4 1 3

0 1 11 1 1 10Data puncturing mask

0 1 2 73 4 5 6Position index

Fig. 6. Example of sorting result of unpunctured data positions by increasing
error-prone level (1 = least error-prone position, 6 = most error-prone
position).

V. LAYERED CONSTRUCTION OF ARP INTERLEAVERS

Different methods to select ARP interleaver parameters
have been investigated, e.g., [12], [15]. However, the high
coding rate TCs derived from these codes are still subject to
error floors detrimental to applications with high reliability
requirements. In this paper, we propose an alternative con-
struction method, based on a layered approach, that helps to
design TCs with high dmin values. In addition, the proposed
approach facilitates the introduction of the above-mentioned
puncturing constraints into the interleaver design, as well as
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Π1

d

d'

...

...

Protograph

K-1

Information 
sequence

Sorting

5 62 4 1 3

...

Fig. 7. Example of protograph for M = 8 according to the sorting of
unpunctured data positions from Fig. 6.

the verification of other design criteria such as minimum span
Sp min and minimum girth g targets.

In order to simplify the interleaver parameters selection, the
interleaver addresses, Π(i), are divided into different groups
that are incrementally defined. Let us consider equation (2), it
can be shown that (see Appendix A for the proof):

Π(i + Q)modQ = Π(i)modQ. (12)

Therefore, Q groups of permutation addresses are identified,
each corresponding to a given modulo Q value. The sequences
d and d′ are divided into these Q different layers of K/Q bits.
The layer index l for the bit Π(i) in sequence d and the layer
index l′ for the bit i in sequence d′ are defined by:

l = Π(i) modQ (13)
l′ = imodQ (14)

The interleaver is defined by a group of Q different regular
permutations, each linking a layer l in the non-interleaved
sequence d to its corresponding layer l′ in the interleaved
sequence d′. It can be represented on a circle, as shown in
Fig. 8, where each layer is identified by a color (and a line
type) and a layer index. The addresses in the non-interleaved
order, denoted by Π(i), are at the inner part of the circle, and
their corresponding addresses i, in the interleaved order, are
at the outer part of the circle.

12Q-1

2Q

3QQ 3Q

K-1 0 1

Q-1

Q

2Q

l'=0

l'=1

l'=Q-1

...

i

. ..

. ..

...

...

Q+1

2Q-12Q+1

3Q-1

0

Π(i)

3Q-1

K-1

Q-1

Non-interleaved 

addresses

Interleaved

addresses

Fig. 8. Example of division of the ARP structure into Q layers, in the case
S(0), ..., S(Q− 1) = 0 and K = 4Q. Non-interleaved addresses, Π(i),
are placed in the inner part of the circle, and their corresponding interleaved
addresses, i, in the outer part.

For a bit of layer l′ at address i, the proposed interleaver
chooses the shift value S(l′) decomposed into inter-layer shift

Tl′ and intra-layer shift Al′ such as:

S(l′) = Tl′ + Al′Q (15)

where Tl′ = 0, ..., Q − 1 and Al′ = 0, ..., (K/Q) − 1. The
inter-layer shift Tl′ defines the value of the layer position l
(or equivalently the position within the period Q) of the non-
interleaved sequence d that will be connected to layer position
l′ of the interleaved sequence d′ as shown in Fig. 9. The
intra-layer shift Al′ defines which position, from of the K/Q
possible ones within layer l (or equivalently which period), to
be connected to address i as illustrated in Fig. 10.
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Fig. 9. Example of possible inter-layer shifts for layer l′ = 0, with K = 4Q.
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Fig. 10. Example of possible intra-layer shifts for layer l′ = 0, with T0 = 0
and K = 4Q.

This layered construction simplifies the validation of Sp min

and g targets in the interleaver design step, since these criteria
are verified each time a new layer is placed or equivalently its
corresponding S(l′) value is defined.

In order to simplify the introduction of puncturing con-
straints into the interleaver design, the disorder degree Q of
the ARP interleaver is set as a multiple of the puncturing
period M . In this study, Q is set equal to M . In other words,
the periodic disorder degree of the interleaver and puncturing
period are identical. Since the PB interleaver constraints define
a Q-periodic connection strategy for unpunctured data bits on
one side and since the proposed ARP interleaver is defined by
a group of Q different regular permutations on the other side,
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the Tl′ values are chosen to apply these constraints. Indeed,
the validation of puncturing constraints within a puncturing
period M = Q is a sufficient condition for their validation
in the whole data sequence. Note that for a given layer l′

in d′ the corresponding layer position l in d is obtained by
l= (P · l′ + Tl′) modQ. Thus, a periodic connection pattern,
with period Q, is established by the inter-layer shifts Tl′

between d and d′, for a given P .
The Q layers of the interleaver structure can be defined

incrementally by choosing their corresponding value S(l′).
Note that the initial position of each layer (i.e., before the
introduction of the described shifts) is defined by the value of
P .

A. Overall Interleaver Construction Method
For a given set of design parameters (Sp min and g targets,

K, R, polynomial generators, and puncturing mask), the
proposed interleaver design strategy involves the following
steps:

1) Select the candidate values for P: The set of admissible
values for P is the group of integers from 1 to K−1
relatively prime to K. In this set, only the C candidate
values for P ensuring a Sp min value (5) greater than or
equal to Sp min target, considering a RI structure (1), are
selected.

2) Select the Q shift values for each candidate value for
P: A detailed description of the different steps of the
shifts selection, for the C candidates for P , is presented
in Appendix B. To summarize, for each candidate value
for P , layer l′ is placed by computing a value for S(l′)
from (15), fulfilling puncturing constraints if any (see
Section IV). For this value, Sp min and g are evaluated.
If they are equal to or higher than Sp min and g targets,
one can move on to layer l′+1. If the Sp min and g targets
are not met, another value for S(l′) has to be evaluated.
This process is performed until the whole group of Q
shift values are determined.

3) Select the best ARP interleaver candidate: As a last
phase of design, the best candidate for TC interleaver
is selected from the group of candidates previously
generated by comparing their Hamming distance spectra.
The truncated TC Hamming distance spectrum can be
estimated by different methods as proposed in [35]. The
ARP interleaver candidate with the best TC Hamming
distance spectrum is chosen.

Determining a suitable couple of Sp min and g targets for
obtaining good ARP interleaver candidates is not trivial. How-
ever, a possible selection strategy involves the following steps:
first, evaluate the convergence of the algorithm in Appendix
B for values of Sp min and g set to their corresponding upper
bounds (see Sections III-A and III-B). Then, if the algorithm
does not converge, progressively reduce Sp min and g until the
algorithm converges to a group of ARP candidate interleavers.

B. Summary of Puncture-Constrained Interleaver Design
Method

This section summarizes the proposed method to jointly
optimize the TC interleaver with the puncturing pattern:

1) Select the puncturing mask: The best puncturing mask
for the constituent CRSC code of the TC, in terms
of constituent code distance spectrum and TC extrinsic
information exchange, is identified according to Section
IV-A.

2) Define the puncturing constraints: The corresponding
puncturing constraints that must be fulfilled by the
interleaver are determined according to Sections IV-B
and IV-C.

3) Generate the candidate interleavers: A group of can-
didate interleavers validating the different design criteria
(e.g., Sp min and g targets, and proposed puncturing
constraints) is generated via the method described in
Section V-A. Finally, the candidate interleaver with the
best TC Hamming distance spectrum is selected.

VI. APPLICATION EXAMPLES

We have applied the previous design guidelines to two
coding rates, R=2/3 and 4/5, for K=1504 bits, available in
the LTE standard. The constituent code is the CRSC code with
feedback and feedforward polynomials 13 and 15 (expressed
in octal format) CRSC(1, 15/13)8. Only the design for code
rate 2/3 is detailed hereafter.

A. Puncturing Mask Selection

We consider puncturing periods M of 8 and 16. Table I
lists the distance spectrum of the constituent CRSC code for
the best puncturing masks at each Dp value. The analysis of
the distance spectra shows that Dp values higher or equal to
6/8 should be avoided, since the puncturing mask becomes
catastrophic for the CRSC code.

TABLE I
BEST CRSC DISTANCE SPECTRUM FOR EACH Dp , CORRESPONDING

CODEWORD MULTIPLICITIES AT DISTANCE d, α(d), AND PUNCTURING
MASKS (0 = PUNCTURED, 1 = UNPUNCTURED). R=2/3, M= 8, 16.

Dp Rc α(0) α(1) α(2) α(3) α(4) Data
Parity

0 0.8 0 0 0 15 89 11111111
10100000

2/16 0.84 0 0 2 49 344

(
11111111
10111011

)
(
01000001
01001100

)
2/8 0.88 0 0 3 62 566 01111110

11000001

6/16 0.94 0 0 21 424 7490

(
11101011
10101010

)
(
00010100
01110101

)
4/8 1 0 8 64 482 3616 11110000

11100001

6/8 1.14 1 36 670 12122 219196 01000100
11011100

The TC convergence behavior with the different puncturing
masks is then analyzed, using uniform interleaving. Fig. 11
shows the modified EXIT chart of the TC evaluated at its
signal-to-noise ratio (SNR) decoding threshold for Dp = 0.
The puncturing masks providing better TC convergence per-
formance than the Dp =0 mask correspond to Dp =2/16 and
2/8. We finally choose the puncturing mask with Dp = 2/8,
which displays the best error floor performance in the error
rate evaluation.
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Fig. 11. Extrinsic information exchange between constituent codes of the TC
at Eb/N0 = 1.6 dB, 16 decoding iterations with the maximum a posteriori
probability (MAP) algorithm, K = 1504, and R = 2/3 under uniform
interleaving over the AWGN channel (DPC uniform: uniform interleaving
including data puncturing constraint).

B. Protograph Construction

For the selected mask, the unpunctured data positions are
sorted as explained in Section IV-C. Table II lists the different
distance spectra, truncated to distance 4, obtained including
one additional punctured data symbol from positions 1 to
6 in the mask. Fig. 12 shows the corresponding sorting of
unpunctured data positions and the resulting protograph for
the Dp-2/8 mask, R=2/3 and M =8.

TABLE II
CRSC DISTANCE SPECTRUM OF THE Dp-2/8 MASK WHEN ONE

ADDITIONAL DATA BIT IS PUNCTURED. α(d) IS THE MULTIPLICITY OF
CODEWORDS AT DISTANCE d. CONSIDERED PARITY PUNCTURING MASK =

11000001 (0=PUNCTURED, 1=UNPUNCTURED).

α(0) α(1) α(2) α(3) α(4) Data Punc. Mask

0 0 1880 1060320 465121494 00111110
0 0 4000 2003510 671273377 01011110
0 4 3015 1151175 294778989 01101110
0 8 140 2229 35176 01110110
0 2 2256 1275364 320347391 01111010
0 4 3019 1152688 148963135 01111100

C. Puncture-constrained Interleaver Design

For K=1504, Sp min has an upper bound of 54 as defined
in (6). Following the strategy introduced in Section V-A, a
Sp min goal of 80-85% of the Sp min upper bound and a g
goal of 8 were selected to guarantee the convergence of the
algorithm described in Appendix B.

1) Selection of the candidate values for P: The maximum
achievable value of Sp min obtained when testing all
the admissible candidate values for P considering a RI
structure is 52. Thus, we limited the search to candidates
for P leading to Sp min values between 45 and 52.

0 1 2 73 4 5 6

d

d'

...

...

Protograph

K-1

Information 
sequence

...

0 1 11 1 11 0

Data puncturing mask

Sorting 562 41 3

Fig. 12. Sorting of unpuntured data positions inferred from Table II and
resulting protograph for the Dp-2/8 mask, R=2/3 and M=8.

2) Selection of the Q shift values for each candidate for
P: The parameters for the ARP interleaver candidates
are determined by the algorithm in Appendix B. Three
different design configurations have been studied. In the
first one (NDP), no data bits are punctured (Dp = 0).
In the other two, DPC, and PB ARP interleavers are
considered for the Dp-2/8 mask. DPC interleavers have
already been studied in the past [34]. In this study, DPC
interleavers are designed based on the ARP model for
comparison purposes. In order to compare the efficiency
of the different configurations in finding large dmin

values, the same number of ARP candidates (64, 000)
is generated by each configuration.

3) Selection of the best ARP interleaver candidate: Table
III lists the best ARP interleavers generated for each
design configuration. All candidates achieve a Sp min

value of 45 and a g value of 8. Their respective distance
spectrum, truncated to three terms, is estimated and
given in Table IV. It is observed that the use of data
puncturing allows a larger dmin value to be reached.
Furthermore, the PB ARP interleaver achieves the largest
dmin.

TABLE III
BEST CANDIDATES FOR ARP INTERLEAVER WITH THE DIFFERENT

PUNCTURING CONSTRAINTS, Sp min =45, g=8, S(0)=0, R=2/3 AND
K=1504.

ARP P S(1) S(2) S(3) S(4) S(5) S(6) S(7)

NDP 399 792 630 829 1010 90 1471 658
DPC 227 495 998 280 1090 734 361 362
PB 651 89 528 852 1501 1396 688 490

TABLE IV
ESTIMATED DISTANCE SPECTRUM, TRUNCATED TO THREE TERMS, OF THE
RESULTING TC FOR THE BEST ARP INTERLEAVERS IN AWGN CHANNEL

WITH CORRESPONDING MULTIPLICITIES α(d) AND CUMULATED INPUT
WEIGHT AT dmin = d0 , wd0 . R=2/3 AND K=1504.

ARP wd0 d0 d1 d2 α(d0) α(d1) α(d2)

NDP 5640 15 16 17 1128 4512 7708
DPC 4324 19 20 21 752 1880 5264
PB 10716 20 21 22 1504 3008 6016
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Finally, the statistics on the search efficiency of the different
configurations for large dmin values is provided in Table V.
The configurations are compared in terms of the number of
obtained candidates meeting the Sp min and g targets. Note
that the more the constraints included into the interleaver
design (e.g., DPC, PB), the larger the number of candidates
validating these criteria. Actually, the introduction of these
constraints reduces the randomness of the interleaver design
process and facilitates the validation of the span and girth
criteria. Furthermore, the addition of the different constraints
to the interleaver design allows the percentage of candidates
with a dmin of at least 18 to be increased and the average
time to find such candidates to be reduced. Thus, the search
becomes more efficient due to the introduction of the design
constraints. Note that PB candidates are the best in terms of
dmin value.

TABLE V
STATISTICS ON THE EFFICIENCY OF THE SEARCH AMONG 64, 000 INITIAL
CANDIDATES FOR EACH ARP CONFIGURATION. FIGURES OBTAINED FOR
R = 2/3, K = 1504, USING CPU INTEL CORE I5 3.3 GHZ WITH RAM 8

GB.

ARP NDP DPC PB

Candidates found meeting
Sp min and g targets

3873 6803 11026

Total time (day) 0.81 1.27 3.65
Percentage of candidates

with dmin>18 (%)
0 1.95 4.53

Average time to find a candidate
with dmin>18 (min)

- 13.67 10.53

Number of candidates
with dmin =19

0 7 40

Number of candidates
with dmin =20

0 0 1

The proposed design guidelines were also applied to a code
rate R= 4/5. Table VI lists the best ARP interleavers gener-
ated for each design configuration. All candidates achieve a
Sp min value of 39 and a g value of 8. Their respective distance
spectrum is estimated and given in Table VII.

TABLE VI
BEST CANDIDATES FOR ARP INTERLEAVER WITH THE DIFFERENT

PUNCTURING CONSTRAINTS, Sp min =39, g=8, R=4/5 AND K=1504.

ARP P (S(0), ..., S(15))

NDP 725
(0, 250, 1224, 239, 931, 48, 236, 449,
30, 856, 1487, 1228, 1440, 1372, 293, 93)

DPC 267
(0, 1436, 521, 1492, 1048, 1142, 1337,
957, 57, 1125, 740, 189, 56, 650, 852, 158)

PB 365
(0, 1261, 1374, 1279, 417, 867, 549, 514,
730, 474, 1359, 285, 927, 670, 1176, 1078)

VII. SIMULATED PERFORMANCE RESULTS

The error rate performance of TCs using the interleaver
parameters of Tables III and VI is evaluated in AWGN channel
with BPSK modulation and a maximum of 16 decoding
iterations with the maximum a posteriori probability (MAP)
algorithm. The estimated truncated distance spectra listed in
Tables IV and VII are used to compute the truncated union

TABLE VII
ESTIMATED DISTANCE SPECTRUM FOR THE BEST ARP INTERLEAVERS IN

AWGN CHANNEL WITH CORRESPONDING MULTIPLICITIES α(d) AND
CUMULATED INPUT WEIGHT AT dmin = d0 , wd0 . R=4/5 AND K=1504.

ARP wd0 d0 d1 d2 α(d0) α(d1) α(d2)

NDP 12220 9 10 11 2350 8554 29516
DPC 10434 11 12 13 1880 5358 16732
PB 4324 11 12 13 752 4794 15134

upper bounds (TUBs) [36]. In addition, error rate simulation
results for the original LTE [4] TC are included for compari-
son.

Figs. 13 and 14 show the FER and BER performance of
the 8-state CRSC(1, 15/13)8 TC for K = 1504 bits, R= 2/3
and 4/5. We observe that DPC and PB interleavers achieve a
substantial asymptotic performance gain compared to the NDP
interleaver. The proposed PB interleaver achieves a slightly
better asymptotic performance than the DPC interleaver for
both code rates. Compared to the LTE TC, the proposed PB
interleaver provides a gain of about 0.5 and 0.7 dB at 2·10−3 of
FER for R=2/3 and 4/5, respectively and almost 4 decades
in error floor in both cases (see Fig. 13).
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Fig. 13. Frame error rate performance comparison between the different ARP
interleaver configurations and the LTE in AWGN channel with a maximum
of 16 decoding iterations of the MAP algorithm for R = 2/3, R = 4/5,
K = 1504 bits, and constituent CRSC codes with generator polynomials
(1, 15/13)8.

Fig. 15 shows a comparison of the required SNR at 10−3 of
FER evaluated over AWGN channel with QPSK modulation,
between the proposed TCs, parity-check (PC) polar codes, and
low-density parity-check (LDPC) codes considered during the
3GPP standardization process. The proposed TCs perform a
maximum of 8 decoding iterations of the scaled max-log MAP
algorithm, PC polar codes use the successive cancellation
list-8 decoding algorithm, and LDPC codes use the layered
offset min-sum algorithm with 20 decoding iterations. The
three families of codes allow the same level of flexibility
in terms of coding rate and frame size. The corresponding
performance results are taken from [37] for the proposed
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Fig. 14. Bit error rate performance comparison between the different ARP
interleaver configurations and the LTE in AWGN channel with a maximum
of 16 decoding iterations of the MAP algorithm for R = 2/3, R = 4/5,
K = 1504 bits, and constituent CRSC codes with generator polynomials
(1, 15/13)8.

TCs, from [38] (R = 1/5) and [39] for PC polar codes, and
from [40] and [41] for LDPC codes. For short information
block sizes (K around 100 bits) TCs and PC polar codes
show similar error rates, while LDPC codes suffer of short
correlation cycles leading to a degraded performance. As the
information frame size increases, the error rate shown by
the three family of codes becomes equivalent. Note that as
the coding rate decreases the proposed TCs start to exhibit
best performance. Additionally, performance results of LDPC
codes finally adopted for 5G (from [42]) performing 50
iterations of the sum-product algorithm are included. As can be
expected, obtained performance is better than the one obtained
with the layered offset min-sum algorithm, especially for the
largest frame size. However, even if the proposed TCs use the
scaled max-log MAP decoding algorithm, the proposed TCs
remain competitive when compared to these codes. Please note
that these results do not necessarily provide a fair comparison
due to large disparities in the levels of required decoding
complexity. They have been included for information purposes.

As we can observe in the presented application examples,
the proposed approach brings a gain both in convergence and
in the error floor compared to the LTE code, showing that the
association between the rate matching and the QPP interleaver
of LTE is sub-optimal. Furthermore, the proposed TCs are
competitive in terms of performance against considered PC
polar and LDPC codes for the 5G.

VIII. CONCLUSION

A new method to design TC interleavers is proposed,
which calls for a joint optimization of puncturing patterns
and interleaver function. Catastrophic puncturing masks for
the constituent codes of the TC are early identified in the
selection process by evaluating their respective distance spec-
trum. Then, a modified EXIT chart analysis allows identifying
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Fig. 15. Comparison of required SNR at 10−3 of frame error rate, for QPSK
modulation, between the proposed TC with 8 decoding iterations of the scaled
max-log MAP algorithm, parity-check polar code of [38] and [39] with the
successive cancellation list-8 decoding algorithm, LDPC code of [40] and
[41] with 20 decoding iterations of the layered offset min-sum algorithm, and
LDPC code of [42] with 50 decoding iterations of the sum-product algorithm.

a suitable puncturing mask for the TC in terms of convergence
performance, with data puncturing.

It was shown that significant improvements in the waterfall
and error floor regions can be achieved by including punctur-
ing constraints into the interleaver design. The best candidates
in terms of dmin are obtained by using the proposed PB
interleaver.

Finally, the presented method allows an easy introduction of
puncturing constraints as well as the validation of other design
criteria such as span and correlation girth into the interleaver
design. The generation of ARP interleavers validating the
different design criteria is greatly simplified in comparison
to previous methods, since the proposed layered construction
suitably limits the search space for the different interleaver
parameters.

Thanks to the proposed method, enhanced turbo codes were
designed and submitted to the 3GPP standardization process
for 5G. They are currently being considered for the ultra-
reliable and machine type communication scenarios.

APPENDIX A
PROOF OF Π(i + Q)modQ = Π(i)modQ

Considering (2), Π(i + Q) can be written:

Π(i + Q) = (P (i + Q) + S((i + Q) modQ))modK

= (P ·i + S(imodQ) + QP )modK

= (Π(i) + QP )modK

Then, noting that K is a multiple of Q:

Π(i + Q)modQ = ((Π(i) + QP )modK)modQ

= (Π(i) + QP )modQ

= Π(i)modQ
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APPENDIX B
SELECTION OF THE ARP INTERLEAVER PARAMETERS

Initialization : K, puncturing mask, Sp min and g targets, C
candidate values for P , and Q←M .
for j := 0 to C − 1 do

CurrentLayer ← 0, Stay ← 1, flag ← 0.
while Stay = 1 do

switch (flag)
case 0:

l′ := CurrentLayer.
Select a value for Tl′ at random from its possible values
fulfilling puncturing constraints, if any.
if there are no more possible values for Tl′ then

flag := 2.
else

flag := 1.
end if

case 1:
Select a value for Al′ at random from its possible values.
if there are no more possible values for Al′ then

flag := 2.
else

flag := 3.
end if

case 2:
CurrentLayer := CurrentLayer − 1.
if CurrentLayer 6 0 then

Stay := 0.
else

flag := 0.
end if

case 3:
Obtain S(l′) by (15) and the interleaved addresses from
(2) with P := P (j), evaluate Sp min (5) and g.
if Sp min and g targets are met then

Save the value of S(l′).
if CurrentLayer < Q− 1 then

CurrentLayer := CurrentLayer + 1.
flag := 0.

else
A valid ARP interleaver candidate is found:
Stay := 0.

end if
else

flag := 1.
end if

end switch
end while

end for
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[20] R. Garzón Bohórquez, C. Abdel Nour, and C. Douillard, “On the
equivalence of interleavers for turbo codes,” IEEE Wireless Commun.
Lett., vol. 4, no. 1, pp. 58–61, Feb. 2015.

[21] S. Crozier, “New high-spread high-distance interleavers for turbo-codes,”
in Proc. 20th Biennial Symposium on Communications, Queen’s Univer-
sity, Kingston, Ontario, Canada, May 2000, pp. 3–7.

[22] D. V. Truhachev, M. Lentmaier, and K. S. Zigangirov, “Some results
concerning the design and decoding of turbo-codes,” Problems of
Information Transmission, vol. 37, no. 3, pp. 190–205, 2001.

[23] E. Boutillon and D. Gnaedig, “Maximum spread of D-dimensional
multiple turbo codes,” IEEE Trans. Commun., vol. 53, no. 8, pp. 1237–
1242, Aug. 2005.

[24] J. Hokfelt, O. Edfors, and T. Maseng, “Turbo codes: correlated extrinsic
information and its impact on iterative decoding performance,” in Proc.
IEEE 49th Vehicular Technology Conference (VTC 1999-Spring), vol. 3,
Houston, TX, USA, May 1999, pp. 1871–1875 vol.3.



0090-6778 (c) 2017 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission. See http://www.ieee.org/publications_standards/publications/rights/index.html for more information.

This article has been accepted for publication in a future issue of this journal, but has not been fully edited. Content may change prior to final publication. Citation information: DOI 10.1109/TCOMM.2017.2783971, IEEE
Transactions on Communications

IEEE TRANSACTIONS ON COMMUNICATIONS, VOL. X, NO. X, MONTH YEAR 12

[25] H. R. Sadjadpour, M. Salehi, N. Sloane, and G. Nebe, “Interleaver design
for short block length turbo codes,” in IEEE International Conference
on Communications, (ICC 2000), vol. 2, New Orleans, LA, USA, June
2000, pp. 628–632.

[26] N. Biggs, “Minimal regular graphs with given girth,” in Algebraic graph
theory. New York, NY, USA: Cambridge University Press, 1974, pp.
180–190.

[27] S. Crozier and K. Gracie, “On the error-rate performance of 4-state
turbo codes with puncture-constrained DRP interleavers,” in Proc. IEEE
International Conference on Communications, (ICC), June 2012, pp.
2601–2605.

[28] K. Gracie and S. Crozier, “Convergence performance and EXIT analysis
of 4-state partially-systematic turbo codes,” in Proc. 5th Int. Symposium
on Turbo Codes and Related Topics, Sept. 2008, pp. 414–419.

[29] M. Cedervall and R. Johannesson, “A fast algorithm for computing
distance spectrum of convolutional codes,” IEEE Trans. Inf. Theory,
vol. 35, no. 6, pp. 1146–1159, Nov. 1989.

[30] S. ten Brink, “Convergence behavior of iteratively decoded parallel
concatenated codes,” IEEE Trans. Commun., vol. 49, no. 10, pp. 1727–
1737, Oct. 2001.

[31] S. Benedetto and G. Montorsi, “Unveiling turbo codes: some results on
parallel concatenated coding schemes,” IEEE Trans. Inf. Theory, vol. 42,
no. 2, pp. 409–428, 1996.
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