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Abstract—Direct-conversion radio (DCR) receivers can offer
highly integrated low-cost hardware solutions for spectrum sens-
ing in cognitive radio (CR) systems. However, DCR receivers
are susceptible to radio frequency (RF) impairments, such as
in-phase and quadrature-phase imbalance, low-noise amplifier
nonlinearities and phase noise, which limit the spectrum sensing
capabilities. In this paper, we investigate the joint effects of
RF impairments on energy detection based spectrum sensing
for CR systems in multi-channel environments. In particular,
we provide novel closed-form expressions for the evaluation of
the detection and false alarm probabilities, assuming Rayleigh
fading. Furthermore, we extend the analysis to the case of CR
networks with cooperative sensing, where the secondary users
suffer from different levels of RF imperfections, considering
both scenarios of error free and imperfect reporting channel.
Numerical and simulation results demonstrate the accuracy of the
analysis as well as the detrimental effects of RF imperfections on
the spectrum sensing performance, which bring significant losses
in the spectrum utilization.

Index Terms—Cognitive radio, Cooperative sensing, Detection
probability, Direct-conversion receivers, Energy detectors, Fading
channels, False alarm probability, I/Q imbalance, LNA nonlinear-
ities, Phase noise, Receiver operation curves, RF imperfections,
Wideband sensing.

I. INTRODUCTION

The rapid growth of wireless communications and the fore-
seen spectrum occupancy problems, due to the exponentially
increasing consumer demands on mobile traffic and data, moti-
vated the evolution of the concept of cognitive radio (CR) [1].
CR systems require intelligent reconfigurable wireless devices,
capable of sensing the conditions of the surrounding radio
frequency (RF) environment and modifying their transmission
parameters accordingly, in order to achieve the best overall
performance, without interfering with other users [2]. One fun-
damental task in CR is spectrum sensing, i.e., the identification
of temporarily vacant portions of spectrum, over wide ranges
of spectrum resources and determine the available spectrum
holes on its own. Spectrum sensing allows the exploitation
of the under-utilized spectrum, which is considered to be an
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essential element in the operation of CRs. Therefore, great
amount of effort has been put to derive optimal, suboptimal,
ad-hoc, and cooperative solutions to the spectrum sensing
problem (see for example [3]–[13]). However, the majority
of these works ignore the imperfections associated with the
RF front-end. Such imperfections, which are encountered in
the widely deployed low-cost direct-conversion radio (DCR)
receivers (RXs), include in-phase (I) and quadrature-phase (Q)
imbalance (IQI) [14], low-noise amplifier (LNA) nonlinearities
[15], and phase noise (PHN) [16].

The effects of RF imperfections in general were studied in
several works [16]–[37]. However, only recently, the impacts
of RF imperfections in the spectrum sensing capabilities of
CR was investigated [14], [16], [23], [24], [34]–[37]. In
particular, the importance of improved front-end linearity and
sensitivity was illustrated in [34] and [35], while the impacts
of RF impairments in DCRs on single-channel energy and/or
cyclostationary based sensing were discussed in [23] and [24].
Furthermore, in [36] the authors presented closed-form expres-
sions for the detection and false alarm probabilities for the
Neyman-Pearson detector, considering the spectrum sensing
problem in single-channel orthogonal frequency division mul-
tiplexing (OFDM) CR RX, under the joint effect of transmitter
and receiver IQI. On the other hand, multi-channel sensing
under IQI was reported in [37], where a three-level hypothesis
blind detector was introduced. Moreover, the impact of RF IQI
on energy detection (ED) for both single-channel and multi-
channel DCRs was investigated in [14], where it was shown
that the false alarm probability in a multi-channel environment
increases significantly, compared to the ideal RF RX case.
Additionally, in [16], the authors analyzed the effect of PHN
on ED, considering a multi-channel DCR and additive white
Gaussian noise (AWGN) channels, whereas in [38], the impact
of third-order non-linearities on the detection and false alarm
probabilities for classical and cyclostationary EDs considering
imperfect LNA, was investigated.

In this work, we investigate the impact on the multi-channel
energy-based spectrum sensing mechanism of the joint effects
of several RF impairments, such as LNA non-linearities, PHN
and IQI. After assuming flat-fading Rayleigh channels and
complex Gaussian primary user (PU) transmitted signals1,
and proving that, for a given channel realization, the joint
effects of RF impairments can be modeled as a complex
Gaussian process, we derive closed-form expressions for the
probabilities of false alarm and detection. Based on these

1This is a valid assumption that has been employed in [14], [16], [39].
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expressions, we investigate the impact of RF impairments
on ED. Specifically, the contribution of this paper can be
summarized as follows:

• We, first, derive analytical closed-form expressions for
the false alarm and detection probabilities for an ideal
RF front-end ED detector, assuming flat fading Rayleigh
channels and complex Gaussian transmitted signals. To
the best of the authors’ knowledge, this is the first time
that such expressions are presented in the open techni-
cal literature, under these assumptions. For instance, in
[8], [11], [40]–[42], the authors assumed deterministic
PU signal.

• Next, a signal model that describes the joint effects of
all RF impairments is presented. Based on this model,
we prove that, for a given channel realization, the
joint effects of RF impairments can be modeled as a
complex Gaussian process [27], which is tractable model
to algebraic manipulations.

• Analytical closed-form expressions are provided for the
evaluation of false alarm and detection probabilities of
multi-channel EDs constrained by RF impairments, under
Rayleigh fading. Based on this framework, the joint
effects of RF impairments on spectrum sensing perfor-
mance are investigated.

• Finally, we address an analytical study for the detection
capabilities of cooperative spectrum sensing scenarios
considering both cases of ideal EDs and multi-channel
EDs constrained by RF impairments.

The remainder of the paper is organized as follows. The
system and signal model for both ideal and hardware impaired
RF front-ends are described in Section II. The analytical
framework for evaluating the false alarm and detection prob-
abilities, when both ideal sensing or RF imperfections are
considered, are provided in Section III. Moreover, analyti-
cal closed-form expression for deriving the false alarm and
detection probabilities, when a cooperative spectrum sensing
with decision fusion system is considered, are provided in
Section IV. Numerical and simulation results that illustrate
the detrimental effects of RF impairments in spectrum sensing
are presented in Section V. Finally, Section VI concludes the
paper by summarizing our main findings.

Notations: Unless otherwise stated, (x)∗ stands for the com-
plex conjugate of x, whereas ℜ{x} and ℑ{x} represent the
real and imaginary part of x, respectively. The operators E [·]
and |·| denote the statistical expectation and the absolute value,
respectively. The sign of a real number x is returned by the op-
erator sign (x). The operator card (A) returns the cardinality
of the set A. U (x) and exp (x) denote the unit step function
and the exponential function, respectively. The lower [43, Eq.
(8.350/1)] and upper incomplete Gamma functions [43, Eq.
(8.350/2)] are represented by γ (·, ·) and Γ (·, ·), respectively,
while the Gamma function [43, Eq. (8.310)] is denoted by
Γ (·). Moreover, Γ (a, x, b, β) =

´∞
x
ta−1 exp

(
−t− bt−β

)
dt

is the extended incomplete Gamma function defined by [44,
Eq. (6.2)]. Finally, Q(x) = 1√

2π

´∞
x

exp
(
−t2/2

)
dt is the

Gaussian Q-function.

II. SYSTEM AND SIGNAL MODEL

In this section, we briefly present the ideal signal model,
which is referred to as ideal RF front-end in what follows.
Build upon that, we demonstrate the practical signal model,
where the RX is considered to suffer from RF imperfections,
such as LNA nonlinearities, PHN and IQI. Note that it is
assumed that K RF channels are down-converted to baseband
using the wideband direct-conversion principle, which is re-
ferred to as multi-channel down-conversion [45].

A. Ideal RF front-end

The two hypothesis, namely absence/presence of primary
user (PU) signal, is denoted with parameter θk ∈ {0, 1}.
Suppose the n-th sample of the PU signal, s (n) , is conveyed
over a flat-fading wireless channel, with channel gain, h (n) ,
and additive noise w (n). The received wideband RF signal is
passed through various RF front-end stages, including filtering,
amplification, analog I/Q demodulation (down-conversion) to
baseband and sampling. The wideband channel after sampling
is assumed to have a bandwidth of W and contain K channels,
each having bandwidth Wch = Wsb +Wgb, where Wsb and
Wgb are the signal band and total guard band bandwidth within
this channel, respectively. Additionally, it is assumed that the
sampling is performed with rate W . Note, that the rate of the
signal is reduced by a factor of L =W/Wsb ≥ K, where for
simplicity we assume L ∈ Z.

Under the ideal RF front-end assumption, after the se-
lection filter, the n−th sample of the baseband equiv-
alent received signal vector for the kth channel (k ∈
S {−K/2, . . . ,−1, 1 . . . ,K/2}) can be expressed as

rk (n) = ℜ{rk (n)}+ jℑ{rk (n)} (1)
= θkhk (n) sk (n) + wk (n) , (2)

where hk, sk and wk are zero-mean circular symmetric
complex white Gaussian (CSCWG) processes with variances
σ2
h, σ2

s and σ2
w, respectively. Furthermore,

ℜ{rk (n)} = θkℜ{hk (n)}ℜ{sk (n)}
− θkℑ{hk (n)}ℑ {sk (n)}+ ℜ{wk (n)} (3)

and

ℑ{rk (n)} = θkℑ{hk (n)}ℜ {sk (n)}
+ θkℜ{hk (n)}ℑ{sk (n)}+ ℑ{wk (n)} . (4)

B. Non-ideal RF front-end

In the case of non-ideal RF front-end, the n-th sample of
the impaired baseband equivalent received signal vector for
the kth channel is given by [14] and [17]

rk (n) = ℜ{rk (n)}+ jℑ{rk (n)} (5)
= ξk (n) θkhk (n) sk (n) + ηk (n) + wk (n) , (6)

with

ℜ{rk (n)}=θkℜ{hk (n) ξk}ℜ{sk (n)}
−θkℑ{hk (n) ξk}ℑ {sk (n)}+ℜ{ηk (n)+wk (n)} (7)
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and

ℑ{rk (n)}=θkℑ{hk (n) ξk}ℜ {sk (n)}
−θkℜ{hk (n) ξk}ℑ {sk (n)}+ℑ{ηk (n)+wk (n)} , (8)

where ξk denotes the amplitude and phase rotation due to PHN
caused by common phase error (CPE), LNA nonlinearities and
IQI, and is given by [17, Eq. (7.7)]

ξk = γ0K1α, (9)

with γ0, K1 and α be constant PHN, IQI and LNA non-
linearities parameters that stand for the amplitude and phase
distortion, respectively, while ηk denotes the distortion noise
from impairments in the RX, and specifically due to PHN
caused by inter carrier interference (ICI), IQI and non-linear
distortion noise, and is given by [17, Eq. (7.8)]

ηk (n) = K1 (γoek (n) + ψk (n))

+K2

(
γ∗o
(
αθ−kh

∗
−k (n) s

∗
−k (n) + e∗−k (n)

))
+K2ψ

∗
−k (n) , (10)

where K2 is an IQI coefficient, whereas ψk, ψ−k and ek, e−k
represent the additive distortion noises to the channel k and
−k, due to PHN and LNA nonlinearities. After denoting as
Θk = {θk−1, θk+1} and Hk = {hk−1, hk+1}, this distortion
noise term can be modeled as ηk ∼ CN

(
0, σ2

ηk

)
, with

σ2
ηk
=|γ0|2

(
|K1|2 σ2

e,k+|K2|2 σ2
e,−k

)
+|K1|2 σ2

ψ|Hk,Θk
+|K2|2 σ2

ψ|H−k,Θ−k

+|γ0|2 |K2|2 |α|2 θ−k|h−k|2σ2
s . (11)

It should be noted that this model has been supported and
validated by many theoretical investigations and measurements
[18], [21], [27], [31], [46]–[49].

Next, we describe how the various parameters in (9), (10)
and (11) stem from the imperfections associated with the RF
front-end.

LNA Nonlinearities: The parameters α and ek respresent
the nonlinearity parameters, which model the amplitude/phase
distortion and the nonlinear distortion noise, respectively.
According to Bussgang’s theorem [50], ek is a zero-mean
Gaussian error term with variance σ2

ek
. Considering an ideal

clipping power amplifier (PA), the amplification factor α and
the variance σ2

ek
, are given by [17]

α = 1− exp (− IBO) +
√
2π IBOQ (2 IBO) , (12)

σ2
ek

= σ2
s

(
1− α2 − exp (− IBO)

)
, (13)

where IBO = A2
o/σ

2
s denotes the input back-off factor and Ao

is the PA’s clipping level. Note that with practical RF front-end
electronics IBO belongs in the range of 2− 6 dB.

Furthermore, if a polynomial model is employed to describe
the effects of nonlinearities, the amplification factor α and the
variance σek , are given by [17]

α =
M−1∑
n=0

βn+12
−n/2σ2

sΓ (1 + n/2) , (14)

σek =

2M∑
n=2

γn2
−n/2σ2

sΓ (1 + n/2)− |a|2 σ2
s , (15)

where

γn =
n−1∑
m=1

β̂mβ̂
∗
n−m, and β̂m =

{
βm, 1 ≤ m ≤M + 1
0, m > M + 1

(16)

I/Q Imbalance: The IQI coefficients K1 and K2 can be
obtained as

K1 =
1 + ϵe−jθ

2
and K2 =

1− ϵejθ

2
, (17)

with ϵ and θ denote the amplitude and phase mismatch, respec-
tively. It is noted that for perfect I/Q matching, this imbalance
parameters become ϵ = 1, θ = 0; thus in this case, according
to (17), K1 = 1 and K2 = 0. The coefficients K1 and K2

are related through K1 = 1 − K∗
2 and the image rejection

ratio (IRR), which determines the amount of attenuation of
the image frequency band, namely IRR = |K1|2 / |K2|2. With
practical analog front-end electronics, IRR is typically in the
range of 20− 40 dB [25], [45], [51], [52].

Phase noise: The parameter, γ0, stands for CPE, which
is equal for all channels, whereas ψk represents the ICI
from all other neighboring channels due to spectral regrowth
caused by PHN. Notice that, since the typical 3 dB bandwidth
values for the oscillator process is in the order of few tens
or hundreds of Hz, with rapidly fading spectrum after this
point (approximately 10dB/decade), for channel bandwidth
that is typical few tens or hundreds KHz, the only effective
interference is due to leakage from successive neighbors only
[16]. Consequently, the ICI term can be approximated as [16]

ψk (n) ≈ θk−1γ (n)hk−1 (n) sk−1 (n)

+ θk+1γ (n)hk+1 (n) sk+1 (n) , (18)

with γ (n) = exp (jϕ (n)) and ϕ (n) being a discrete Brow-
nian error process, i.e., ϕ (n) =

∑n
m=1 ϕ (m− 1) + ϵ (n) ,

where ϵ (n) is a zero mean real Gaussian variable with variance
σ2
ϵ = 4πβ

W and β being the 3 dB bandwidth of the local
oscillator process.

The interference term ψk in (10) might have zero or non-
zero contribution depending on the existence of PU signals in
the successive neighboring channels. In general, this term is
typically non-white and strictly speaking cannot be modeled
by a Gaussian process. However, for practical 3 dB bandwidth
of the oscillator process, the influence of the regarded impair-
ments can all be modeled as a zero-mean Gaussian process
with σ2

ψk|{Hk,Θk} given by

σ2
ψ|{Hk,Θk} = θk−1Ak−1 |hk−1 (n)|2 σ2

s

+ θk+1Ak+1 |hk+1 (n)|2 σ2
s , (19)

where

Ak−1 =
|I (fk−1 − fk + fcut-off)− I (fk−1 − fk − fcut-off)|

2πfcut-off
,

(20)

Ak+1 =
|I (fk+1 − fk + fcut-off)− I (fk+1 − fk − fcut-off)|

2πfcut-off
,

(21)
and fk is the centered normalized frequency of the kth

channel, i.e., fk = sign (k) 2|k|−1
2K and fcut-off is the normalized
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cut-off frequency of the kth channel, which can be obtained by
fcut-off =

Wsb

2W . Furthermore,

I (f) = (fcut-off − f) tan−1(δ tan (π (fcut-off − f)))

+ (fcut-off + f) tan−1(δ tan (−π (fcut-off + f)))

− 1

δ
((fcut-off + f) cot (π (fcut-off + f))

− (fcut-off − f) cot (π (fcut-off − f)))

+
1

πδ
(log (|sin (π (fcut-off + f))|)

+ log (|sin (π (fcut-off − f))|)) , (22)

with δ = exp(−2πβ/W )+1
exp(−2πβ/W )−1 . Due to (20) and (21), it follows that

Ak−1 = Ak+1.
Joint effect of RF impairments: Here, we explain the joint

impact of RF imperfections in the spectra of the down-
converted received signal. Comparing (6) with (2), we observe
that the RF imperfections result in not only amplitude/phase
distortion, but also neighbor and mirror interference, as
demonstrated intuitively in Fig. 1.

According to (9) and (11), LNA nonlinearities cause am-
plitude/phase distortion and an additive nonlinear distortion
noise, whereas, based on (19), PHN causes interference to the
received baseband signal at the kth channel, due to the received
baseband signals at the neighbor channels k − 1 and k + 1.

Moreover, based on (11), the joint effects of PHN and IQI,
described by the terms |K1|2 σ2

ψ|Hk,Θk
, |K2|2 σ2

ψ|H−k,Θ−k

and |γ0|2 |K2|2 |α|2 θ−k |h−k|2 σ2
s , result in interference to the

signal at the kth (k ∈ {−K
2 + 1, · · · , K2 + 1}) channel by the

signals at the channels −k− 1, −k, −k+1, k− 1 and k+1.
Note that if k = −K

2 or k = K
2 , then PHN and IQI cause

interference to the signal at the kth channel due to the signals
at the channels −k, −k + 1 and k − 1. Consequently, in this
case, the terms that refer to the signals at the channels −k−1
and k + 1 should be omitted.

Furthermore, the joint effects of LNA nonlinearties and IQI
are described by the first term and the last terms in (11), i.e.,
|K1|2 σ2

e,k + |K2|2 σ2
e,−k and |γ0|2 |K2|2 |α|2 θ−k |h−k|2 σ2

s ,
respectively, and result in additive distortion noises and mirror
channel interference. Finally, the amplitude and phase distor-
tion caused by the joint effects of all RF imperfections are
modeled by the parameter ξ described in (9).

Fig. 1 clearly demonstrates that LNA nonlinearities, IQI
and PHN results in an amplitude and phase distortion, as
well as interference to channel k from the channels −k − 1,
−k, −k + 1, k − 1 and k + 1, plus a distortion noise. If
channel k is busy, the received signal’s energy at channel k is
increased, due to the interference of the neighbor and mirror
channels, hence, the ED decision will more accurate. However,
if channel k is idle, the received signal’s energy at channel k,
due to the interference and the noise, may be greater than
the decision threshold, and the ED will wrongly decides that
the channel is busy. Consequently, this interference plays an
important role in the spectrum sensing capabilities; therefore,
it should be quantified and taken into consideration when
selecting the energy statistics threshold.

According to (9), the amplitude and phase distortion, due
to the joint effect of RF impairments, is a constant variable,

RF Signal

f

AWGN

RF Signal

f

Baseband

k

Baseband

k

Baseband

k

(a)

(b)

(c) (d)

(e)

Fig. 1: Spectra of the received signal: (a) before LNA (pass-
band RF signal), (b) after LNA (passband RF signal), (c) after
down-conversion (baseband signal), when local oscillator’s
PHN is considered to be the only RF imperfection, (d) after
down-conversion (baseband signal), when IQI is considered
to be the only RF imperfection, (e) after down-conversion
(baseband signal), the joint effect of LNA nonlinearities, PHN
and IQI.

while, based on (10) and (18), since s−k−1, s−k, s−k+1,
sk−1, sk+1, ek and e−k are independent zero-mean complex
Gaussian RVs, for a given channel realization, ηk is also a
zero-mean complex Gaussian RV.

III. FALSE ALARM/DETECTION PROBABILITIES FOR
CHANNEL DETECTION

In the classical ED, the energy of the received signals is
used to determine whether a channel is idle or busy. Based
on the signal model described in Section II, the ED calculates
the test statistics for the k channel as

Tk =
1

Ns

Ns−1∑
m=0

|rk (n)|2 (23)

=
1

Ns

Ns−1∑
m=0

ℜ{rk (n)}2 + ℑ{rk (n)}2 , (24)

where Ns is the number of complex samples used for sensing
the kth channel. This test statistic is compared against a thresh-
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old γth (k) to yield the sensing decision, i.e., the ED decides
that the channel k is busy if Tk > γth (k) or idle otherwise.

The remainder of this section is organized as follows. In
Section III-A, the detection and false alarm probabilities for
the ideal RF front-end scenario are evaluated, while in Section
III-B, the detection and false alarm probabilities for the non-
ideal RF front-end scenario are derived.

A. Ideal RF front-end

Based on the signal model presented in Section II-A and
taking into consideration that

σ2 = E
[
ℜ{rk}2

]
= E

[
ℑ{rk}2

]
= θk

(
ℜ{hk}2 + ℑ{hk}2

) σ2
s

2
+
σ2
w

2
, (25)

and E [ℜ{rk}ℑ {rk}] = 0, for a given channel realization hk
and channel occupation θk, the received energy follows chi-
square distribution with 2Ns degrees of freedom (DoF) and
cumulative distribution function (CDF) given by

FTk
(x |hk, θk ) =

γ
(
Ns,

Nsx
2σ2

)
Γ (Ns)

. (26)

The following theorem returns a closed-form expression for
the CDF of the test statistics assuming that the channel is busy.

Theorem 1. The CDF of the energy statistics assuming an
ideal RF front end and a busy channel can be evaluated by

FTk
(x |θk = 1) = 1− exp

(
σ2
w

σ2
hσ

2
s

)
×
Ns−1∑
k=0

1

k!

(
Nsx

σ2
hσ

2
s

)k
Γ

(
−k + 1,

σ2
w

σ2
hσ

2
s

,
Nsx

σ2
hσ

2
s

, 1

)
, (27)

Proof: Please refer to the appendix.
Based on the above analysis, the false alarm probability for

the ideal RX can be obtained by

Pfa(γ) = Pr (Tk > γ |θk = 0) =
Γ
(
Ns,

Nsγ
σ2
w

)
Γ (Ns)

, (28)

while the probability of detection can be calculated as

Pd(γ)=Pr (Tk>γ |θk=1)=exp

(
σ2
w

σ2
hσ

2
s

)
×
Ns−1∑
k=0

1

k!

(
Nsγ

σ2
hσ

2
s

)k
Γ

(
−k + 1,

σ2
w

σ2
hσ

2
s

,
Nsγ

σ2
hσ

2
s

, 1

)
. (29)

From (28) and (29), we observe that, in the case of ideal RF
front-end, the false alarm and detection probabilities depend
on the number of samples, the noise variance and the channel
variance. As a result, the ED should know these parameters
to set the sensing threshold in order to achieve the required
false alarm or detection probability.

B. Non-Ideal RF Front-End

Based on the signal model presented in Section II-B, and as-
suming given channel realization and channel occupancy vec-
tors H = {H−k, h−k, hk,Hk} and Θ = {Θ−k, θ−k, θk,Θk},
respectively, it holds that

σ2=E
[
ℜ{rk}2

]
=E

[
ℑ{rk}2

]
=θk

(
ℜ{hk}2+ℑ{hk}2

)(
ℜ{ξk}2+ℑ{ξk}2

) σ2
s

2

+
σ2
w+σ

2
ηk

2
, (30)

and ℜ{rk}, ℑ{rk} are uncorrelated random variables, i.e.,
E [ℜ{rk}ℑ {rk}] = 0. Thus, the received energy, given by
(24), follows chi-square distribution with 2Ns DoF and CDF
given by

FTk
(x |H,Θ) =

γ
(
Ns,

Nsx
2σ2

)
Γ (Ns)

, (31)

where σ2 can be expressed, after taking into account (11), (19)
and (30), as

σ2 = θkA1 |hk|2 + θk−1A2 |hk−1|2 + θk+1A2 |hk+1|2

+ θ−k+1A3 |h−k+1|2 + θ−k−1A3 |h−k−1|2

+ θ−kA4 |h−k|2 +A5. (32)

In the above equation, A1 = |ξk|2 σ
2
s

2 , A2 = |K1|2Ak−1
σ2
s

2 ,

A3 = |K2|2A−k+1
σ2
s

2 , A4 = |γ0|2 |K2|2 |a|2 σ
2
s

2 , and A5 =
σ2
w

2 + |γ0|2
2

(
|K1|2 σ2

e,k + |K2|2 σ2
e,−k

)
model the amplitude

distortion due to the joint effects of RF impairments, the
interference from the k−1 and k+1 channels, the interference
from the −k−1 and −k+1 channels due to PHN, the mirror
interference due to IQI, and the distortion noise due to the
joint effects of RF impairments, respectively.

The following theorems return closed-form expressions for
the CDF of the energy test statistics for a given channel occu-
pancy vector, when at least one channel of {−k−1,−k,−k+
1, k − 1, k, k + 1} is busy and when all channels are idle.

Theorem 2. The CDF of the energy statistics assuming an
non-ideal RF front end and an arbitrary channel occupancy
vector Θ that is different than the all idle vector, can be
evaluated by (33), given at the top of this page, where w1,i

and w2,i are given by

w1,i =
exp

(
A5

Ai

)
Γ (mi)

(∏4
j=1 A

mj

j

) 4∏
j=1,j ̸=i

(
1

Aj
− 1

Ai

)−mj

,

(34)

and

w2,i =
∑

j=1,j ̸=i

mj

(
1

Aj
− 1

Ai

)−1

, (35)

respectively.

Proof: Please refer to the appendix.
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FTk
(x |Θ) =

3∑
i=2

U (mi − 2)w1,iw2,iAi exp

(
−A5

Ai

)
+

4∑
i=1

U (mi − 2)w1,iAi (A5 +Ai) exp

(
−A5

Ai

)

+
4∑
i=1

U (mi − 1) (U (1−mi)−A5U (mi − 2))w1,iAi exp

(
−A5

Ai

)

−
3∑
i=2

Ns−1∑
k=0

U (mi − 2)
1

k!

w1,iw2,i

Ak−1
i

(
Nsx

2

)k
Γ

(
−k + 1,

A5

Ai
,
Nsx

2Ai
, 1

)

−
4∑
i=1

Ns−1∑
k=0

U (mi − 1) (U (1−mi)−A5U (mi − 2))
1

k!

w1,i

Ak−1
i

(
Nsx

2

)k
Γ

(
−k + 1,

A5

Ai
,
Nsx

2Ai
, 1

)

−
4∑
i=1

Ns−1∑
k=0

U (mi − 2)
1

k!

w1,i

Ak−1
i

(
Nsx

2

)k
Γ

(
−k + 2,

A5

Ai
,
Nsx

2Ai
, 1

)
. (33)

Theorem 3. The CDF of the energy statistics assuming a
non-ideal RF front-end and that the channel occupancy vector
Θ = Θ̃2,0 = [0, 0, 0, 0, 0, 0]), can be obtained by

FTk

(
x
∣∣∣Θ̃2,0

)
=
γ
(
Ns,

Nsx
2A5

)
Γ (Ns)

. (36)

Proof: Please refer to the appendix.
Based on the above analysis, the detection probability of

the ED with RF impairments can be obtained as

PD =

card(Θ̃1)∑
i=1

Pr

(
Θ̃1

)(
1− FTk

(
γni
∣∣∣Θ̃1

))
, (37)

where Pr (Θ) denotes the probability of the given chan-
nel occupancy Θ, and Θ̃1 is the set defined as Θ̃1 =
[θk = 1, θk−1, θk+1, θ−k+1, θ−k−1, θ−k] . Similarly, the prob-
ability of false alarm can be expressed as

PFA =

card(Θ̃2,c)∑
i=1

Pr

(
Θ̃2

)(
1− FTk

(
γni
∣∣∣Θ̃2,c

))

+ Pr

(
Θ̃2,0

) Γ
(
Ns,

Nsγ
ni

2A5

)
Γ (Ns)

, (38)

where Θ̃2,c is the set defined as Θ̃2,c =
Θ̃2 − Θ̃2,0, and Θ̃2 is the set defined as
Θ̃2 = [θk = 0, θk−1, θk+1, θ−k+1, θ−k−1, θ−k] .
Note that (38) applies even when the channel
K or −K is sensed. However, in this case
Θ̃1 = [θk = 1, θk−1, θk+1 = 0, θ−k+1, θ−k−1 = 0, θ−k]
and Θ̃2 = [θk = 0, θk−1, θk+1 = 0, θ−k+1, θ−k−1 = 0, θ−k].

According to (37) and (38), in the case of non-ideal RF
front-end, the detection and false alarm probabilities depend
not only on the number of samples, the variance of the sensing
channel and the noise variance, but also on the level of RF
front-end imperfections and the probability of the neighbor
and mirror channels occupancy. Therefore, since the sensing
threshold is set in order to achieve a required detection or
false alarm probability, the ED should have knowledge of
these parameters.

IV. COOPERATIVE SPECTRUM SENSING WITH
DECISION FUSION

In this section, we consider a cooperative spectrum sensing
scheme, in which each SU makes a binary decision on the
channel occupancy, namely ‘0’ or ‘1’ for the absence or
presence of PU activity, respectively, and the one-bit individual
decisions are forwarded to a FC over a narrowband reporting
channel [8], [11], [42]. The sensing channels (the channels
between the PU and the SUs) are considered identical and
independent, due to their different distances from the PU [13],
[42], [53]. Moreover, we assume that the decision device of
the FC is implemented with the kSU-out-of-nSU rule, which
implies that if there are kSU or more SUs that individually
decide that the channel is busy, the FC decides that the
channel is occupied. Note that when ksu = 1, ksu = nsu
or ksu = ⌈n/2⌉, the ksu-out-of-nsu rule is simplified to the
OR rule, AND rule and Majority rule, respectively.

A. Ideal RF Front-End

Here, we derive closed form expression for the false alarm
and detection probabilities, assuming that the RF front-ends
of the SUs are ideal, considering both scenarios of error free
and imperfect reporting channels.

1) Reporting Channels without Errors: If the channel be-
tween the SUs and the FC is error free, the false alarm
probability (PC,fa) and the detection probability (PC,d) are
given by [8, Eq. (17)]

PC,fa =

nsu∑
i=ksu

(
nsu
i

)
(Pfa)i (1−Pfa)nsu−i (39)

and

PC,d=
nsu∑
i=ksu

(
nsu
i

)
(Pd)i (1− Pd)nsu−i . (40)

Taking into consideration (28), (29) and (27) and after some
basic algebraic manipluations, (39) and (40) can be ex-
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pressed as

PC,fa =

nsu∑
i=ksu

(
nsu
i

)Γ
(
Ns,

Nsγ
σ2
w

)
Γ (Ns)

iγ
(
Ns,

Nsγ
σ2
w

)
Γ (Ns)

n−i

,

(41)

and

PC,d =
nsu∑
i=ksu

(
nsu
i

)(
exp

(
σ2
w

σ2
hσ

2
s

)Ns−1∑
k=0

1

k!

(
Nsγ

σ2
hσ

2
s

)k
×Γ

(
−k + 1,

σ2
w

σ2
hσ

2
s

,
Nsγ

σ2
hσ

2
s

, 1

))i
×

(
1− exp

(
σ2
w

σ2
hσ

2
s

)Ns−1∑
k=0

1

k!

(
Nsγ

σ2
hσ

2
s

)k
×Γ

(
−k + 1,

σ2
w

σ2
hσ

2
s

,
Nsγ

σ2
hσ

2
s

, 1

))nsu−i

. (42)

From (41) and (42), we observe that the false alarm and
detection probabilities, in the case of cooperative spectrum
sensing, when the SU’s EDs are considered ideal, and the
reporting channels are assumed to be error free, depends on
the number of SU (nsu), the decision rule that is employed by
the FC, the number of samples (Ns), the noise and the sensing
channel variances.

2) Reporting Channels with Errors: If the reporting chan-
nel is imperfect, error occur on the detection of the transmitted,
by the SU, bits. In this case, the false alarm and the detection
probabilities can be derived by [8, Eq. (18)]

PC,X =

nsu∑
i=ksu

(
n
i

)
(PX ,e)

i
(1− PX ,e)

nsu−i , (43)

where

PX ,e = PX (1− Pe) + (1−PX )Pe, (44)

is the equivalent false alarm (‘X = fa’) or detection (‘X = d’)
probability and Pe is the cross-over probability of the reporting
channel, which is equal to the bit error rate (BER) of the
channel. Considering binary phase shift keying (BPSK), ideal
RF front-end in the FC and Rayleigh fading, the BER can be
expressed as

Pe =
1

2

(
1−

√
γr

1 + γr

)
, (45)

with γr be the signal to noise ratio (SNR) of the link between
the SUs and the FC.

Notice that since PX ∈ [0, 1], PX ,e is bounded in
[Pe, 1− Pe]. Consequently, according to (43), PC,X ∈[
P−
C,X ,P

+
C,X

]
, where

P−
C,X=

nsu∑
i=ksu

(
nsu
i

)
(Pe)

i
(1− Pe)

nsu−i (46)

and

P+
C,X=

nsu∑
i=ksu

(
nsu
i

)
(1− Pe)

i
(Pe)

nsu−i . (47)

B. Non-Ideal RF Front-End

In this section, we consider that the RXs front-end of the
SUs suffer from different level RF imperfections.

1) Reporting Channels without Errors: Here, we assume
that the reporting channel is error free and that the SU j sends
dj,k = 0 or dj,k = 1 to the FC to report absence or presence
of PU activity at the channel k.

If the sensing channel k is idle (θk = 0), then the
probability that the jth SU reports that the channel is busy
(dj,k = 1), can be expressed as Pfa,j , while the probability
that the jth SU reports that the channel is idle (dj,k = 0),
is given by (1− Pfa,j). Therefore, since each SU decides
individually whether there is PU activity in the channel k,
the probability that the nsu SUs report a given decision set
D = [d1,k, d2,k, · · · , dnsu,k], if θk = 0, can be written as

Pfa(D) =

nsu∏
j=1

(U (−dj,k) (1− Pfa,j) + U (dj,k − 1)Pfa,j) .

(48)

Furthermore, based on the ksu-out-of-nsu rule, the FC decides
that the kth channel is busy, if the ksu out of the nsu SUs
reports “1”. Consequently, for a given decision set, the false
alarm probability at the FC can be evaluated by

PC,FA|D = U

(
nsu∑
l=1

dl,k − ksu

)

×
nsu∏
j=1

(U (−dj,k) (1− Pfa,j) + U (dj,k − 1)Pfa,j) . (49)

Hence, for any possible D, the false alarm probability at the
FC, using ksu-out-of-nsu rule, can be obtained as

PC,FA =

card(D)∑
i=1

U

(
nsu∑
l=1

dl,k − ksu

)

×
nsu∏
j=1

(U (−dj,k) (1− Pfa,j) + U (dj,k − 1)Pfa,j) . (50)

Similarly, the detection probability at the FC, using ksu-out-
of-nsu rule, can be expressed as

PC,D =

card(D)∑
i=1

U

(
nsu∑
l=1

dl,k − ksu

)

×
nsu∏
j=1

(U (−dj,k) (1− Pd,j) + U (dj,k − 1)Pd,j) . (51)

From (50) and (51), it is evident that in the case of non-
ideal RF front-ends, the false alarm and detection probabilities
depend not only on the number of samples (Ns), the variances
of the sensing channels (σ2

h), the noise variance (σ2
w), and

the decision rule, but also on the level of RF front-end
imperfections of each SU’s ED, the variances of the neighbor
and mirror channels, and the probability of the neighbor and
mirror channels occupancy.
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Note that if the FC uses the OR rule, (50) and (51) can be
respectively simplified to

POR,FA = 1−
nsu∏
i=1

(1− Pfa,i) , (52)

and

POR,D = 1−
nsu∏
i=1

(1− Pd,i) , (53)

while, if the FC uses the AND rule, (50) and (51) can be
respectively simplified to

PAND,FA =

nsu∏
i=1

Pfa,i, and PAND,D =

nsu∏
i=1

Pd,i. (54)

In the special case, where all the SUs suffer from the same
level of RF impairments, the false alarm probability (PC,fa)
and the detection probability (PC,d) are given by

PC,FA=
nsu∑
i=ksu

(
nsu
i

)
(PFA)i (1−PFA)nsu−i , (55)

and

PC,D=
nsu∑
i=ksu

(
nsu
i

)
(PD)i (1− PD)nsu−i , (56)

where PFA and PD are given by (38) and (37), respectively.
2) Reporting Channels with Errors: Next, we consider the

case of imperfect reporting channel. In this scenario, the false
alarm and the detection probabilities can be obtained as

PC,X =

card(D)∑
i=1

U

(
nsu∑
l=1

dl,k − ksu

)

×
nsu∏
j=1

(U (−dj,k) (1− PX ,e,j) + U (dj,k − 1)PX ,e,j) , (57)

where PX ,e,j can be expressed as

PX ,e,j = PX ,j (1− Pe,j) + (1− PX ,j)Pe,j , (58)

with PX ,j denoting the equivalent false alarm (‘X = FA’) or
detection (‘X = D’) probability of the jth SU and Pe,j being
the cross-over probability of the reporting channel connecting
the jth SU with the FC. Notice that since PX ,j ∈ [0, 1], based
on (58) PX ,e,j is bound by Pe,j and 1− Pe,j .

In the special case, where all the SUs suffer from the same
level of RF impairments, (57) can be expressed as [8, Eq. (18)]

PC,X =

nsu∑
i=ksu

(
nsu
i

)
(PX ,e)

i
(1− PX ,e)

nsu−i . (59)

V. NUMERICAL AND SIMULATION RESULTS

In this section, we investigate the effects of RF impairments
on the spectrum sensing performance of EDs by illustrating
analytical and Monte-Carlo simulation results for different RF
imperfection levels. In particular, we consider the following
insightful scenario. It is assumed that the wideband signal is
consisted of K = 8 channels and the second channel is sensed
(i.e., k = 2). The signal and the total guard band bandwidths
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Fig. 2: False alarm probability vs Threshold for different val-
ues of IBO and SNRs, when IRR = 25 dB and β = 100 Hz.

are assumed to be Wsb = 1 MHz and Wgb = 125 KHz,
respectively, while the sampling rate is chosen to be equal to
the bandwidth of wireless signal as W = 9 MHz. Moreover,
the channel occupancy process is assumed to be Bernoulli
distributed with probability, q = 1/2, and independent across
channels, while the signal variance is equal for all channels.
The number of samples is set to 5 (Ns = 5), while it is
assumed that σ2

h = σ2
w = 1. In addition, for simplicity and

without loss of generality, we consider an ideal clipping PA.
In the following figures, the numerical results are shown with
continuous lines, while markers are employed to illustrate the
simulation results. Moreover, the performance of the classical
ED with ideal RF front-end is used as a benchmark.

Figs. 2 and 3 demonstrate the impact of LNA non-linearities
on the performance of the classical ED, assuming different
SNR values. Specifically, in Fig. 2, false alarm probabilities
are plotted against threshold for different SNR and IBO
values, considering β = 100 Hz, IRR = 25 dB and phase
imbalance equal to ϕ = 3o. It becomes evident from this
figure that the analytical results are identical with simulation
results; thus, verifying the presented analytical framework.
Additionally, it is observed that for a fixed IBO value, as SNR
increases, the interference for the neighbor and mirror channels
increases; hence, the false alarm probability increases. On
the contrary, as IBO increases, for a given SNR value,
the effects of LNA non-linearities are constrained; therefore
the false alarm probability decreases. Moreover, this figure
indicates that the levels of RF impairments should be taken
into consideration, when selecting the energy threshold, in
order to achieve a false alarm probability requirement.

In Fig. 3, receiver operation curves (ROCs) are plotted for
different SNR and IBO values, considering β = 100 Hz,
IRR = 25 dB and ϕ = 3o. We observe that for low SNR
values, LNA non-linearities do not affect the ED performance.
However, as SNR increases, the distortion noise caused due
to the imperfection of the amplifier increases; as a result,
LNA non-linearities become to have more adverse effects on
the spectrum capabilities of the classical ED, significantly
reducing its performance for low IBO values. Furthermore,
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as IBO increases, the effects of LNA non-linearities become
constrained and therefore the performance of the non-ideal ED
tends to the performance of the ideal ED.

Fig. 4 illustrates the impact of PHN on the performance of
the classical ED, assuming various SNR values, when IRR =
25 dB, ϕ = 3o and IBO = 6 dB. We observe that for practical
levels of IQI and PHN, the signal leakage from channels −k+
1 and −k − 1 to channel −k due to PHN is small. Note that
the signal leakage to channel k from the channel −k− 1 and
−k+1 due to the joint effect of PHN and IQI is in the range
of [−70 dB,−50 dB]. Consequently, in the low SNR regime,
the leakage from the channels −k−1 and −k+1 do not affect
the spectrum sensing capabilities. In other words, at low SNR
values, PHN do not affect the spectrum sensing capability of
the classical ED compared with the ideal RF front-end ED.
On the other hand, as SNR increases, PHN has more severe
effect on the spectrum sensing capabilities of the classical ED,
significantly reducing the ED performance for high β values.

The effects of IQI on the spectrum sensing performance of
ED are presented at Fig. 5. In particular, in this figure, ROCs
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lines) RF front-end, when nsu = 5.

are plotted assuming various SNRs, when the IBO = 6 dB
and β = 100Hz. Again, the analytical results coincide with
the simulation, verifying the derived expressions. At low
SNRs, it is observed that there is no significant performance
degradation due to IQI. Nonetheless, as SNR increases, the
interference of the mirror channels increases. As a result, IQI
notably affects the spectrum sensing performance. Addition-
ally, for a fixed SNR, it is evident that as IRR increases, the
signal leakage of the mirror channels, due to IQI, decreases;
hence, the performance of the non-ideal ED tends to become
identical to the one of the ideal ED. Finally, when compared
with the spectrum sensing performance affected by LNA
nonlinearities, as depicted in Fig. 3, it becomes apparent
that the impact of LNA nonlinearity to the spectrum sensing
performance is more detrimental than the impact of IQI.

The effects of RF impairments in cooperative sensing, when
the reporting channel is considered error free, is illustrated
in Fig. 6. In this figure, ROCs for ideal (continuous lines)
and non-ideal (dashed lines) RF front-end SUs are presented,
considering a CR network composed of nsu = 5 SUs, and a
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respectively.

single FC, which uses the OR or AND rule to decide whether
the sensing channel is idle or busy. The EDs of the SUs are
assumed identical with IBO = 3 dB, IRR = 20 dB, and
β = 100 Hz. Again it is shown that the analytical results are
identical with simulation results; thus, verifying the presented
analytical framework. Moreover, it is observed that as the FC
decision rule becomes more strict, the performance of the CR
network improves; consequently the OR rule outperforms the
AND rule. When a given decision rule is applied, it becomes
evident from the figure that the RF imperfections cause severe
degradation of the sensing capabilities of the CR network.
For instance, if the OR rule is employed and false alarm
probability is equal to 14%, the RF impairments results in
about 31% degradation compared with the ideal RF front-
end scenario. This result indicates that it is important to take
into consideration the hardware constraints of the low-cost
spectrum sensing SUs. Furthermore, this figure reveals that
cooperative spectrum sensing can be used as a countermeasure
to deal with the effects of RF imperfections.

In Fig. 7, ROCs are illustrated for a CR network composed
of nsu = 5, which suffer from different levels of RF imperfec-
tions, and a single FC that employs either the AND or the OR
rule to decide whether the sensing channel is idle or busy. In
this scenario, we consider two types of SUs, namely S1 and
S2. The RF front-end specifications of S1 are IBO = 3 dB,
IRR = 20 dB and β = 100 Hz, whereas the specifications
of S2 are IBO = 6 dB, IRR = 30 dB and β = 100 Hz. In
other words, the CR network, in this scenario, includes both
SUs of almost the worst (S1) and almost optimal (S2) RF
front-end quality. As benchmarks, the ROCs of a CR network
equipped with classical ED sensor nodes in which the RF
front-end is considered to be ideal, and CR networks that uses
only S1 or only S2 sensor nodes are presented. In this figure,
we observe the detrimental effects of the RF imperfections
of the ED sensor nodes to the sensing capabilities of the CR
network. Furthermore, it is demonstrated that as the numbers

of S1 and S2 SUs are respectively decreasing and increasing,
the ED performance of the FC tends to become identical to
the case when all the SUs are considered to be ideal. This
was expected since S2 SUs have higher quality RF front-end
characteristics than the other set of SUs. Finally, we observe
that the OR rule outperforms the AND rule for any number
of S1 and S2.

VI. CONCLUSIONS

We studied the performance of multi-channel spectrum
sensing, when the RF front-end is impaired by hardware
imperfections. In particular, assuming Rayleigh fading, we
provided the analytical framework for evaluating the detection
and false alarm probabilities of EDs when LNA nonlinearities,
IQI and PHN are taken into account. Next, we extended our
study to the case of a CR network, in which the SUs suffer
from different levels of RF impairments, taking into consid-
eration both scenarios of error free and imperfect reporting
channels. Our results illustrated the degrading effects of RF
imperfections on the ED spectrum sensing performance, which
bring significant losses in the utilization of the spectrum.
Among others, LNA non-linearities were shown to have the
most detrimental effect on the spectrum sensing performance.
Furthermore, we observed that in cooperative spectrum sens-
ing, the sensing capabilities of the CR system are significantly
influenced by the different levels of RF imperfections of
the SUs. Therefore, RF impairments should be seriously taken
into consideration when designing direct conversion CR RXs.

APPENDIX

PROOF OF THEOREM 1

Since hk ∼ CN
(
0, σ2

h

)
, it follows that the parameter

σ2 follows exponential distribution with probability density
function (PDF) given by

fσ2 (x |θk = 1) =
2 exp

(
σ2
w

σ2
sσ

2
h

)
σ2
sσ

2
h

exp

(
− 2x

σ2
sσ

2
h

)
, (60)

with x ∈
[
σ2
w

2 ,∞
)

. Hence, the unconditional CDF can be
expressed as

FTk
(x |θk = 1) =

1

Γ (Ns)

2 exp
(

σ2
w

σ2
sσ

2
h

)
σ2
sσ

2
h

×
ˆ ∞

σ2
w
2

γ

(
Ns,

Nsx

2y

)
exp

(
− 2y

σ2
hσ

2
s

)
dy,

(61)

which is equivalent to

FTk
(x |θk = 1) = 1− 1

Γ (Ns)

2 exp
(

σ2
w

σ2
sσ

2
h

)
σ2
sσ

2
h

×
ˆ ∞

σ2
w
2

Γ

(
Ns,

Nsx

2y

)
exp

(
− 2y

σ2
hσ

2
s

)
dy.

(62)
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Since Ns is a positive integer, the upper incomplete Gamma
function can be written as a finite sum [43, Eq. (8.352/2)], and
hence (62) can be re-written as

FTk
(x |θk = 1) = 1−

2 exp
(

σ2
w

σ2
sσ

2
h

)
σ2
sσ

2
h

×
Ns−1∑
k=0

ˆ ∞

σ2
w
2

1

k!

(
Nsx

2y

)k
exp

(
−Nsx

2y
− 2y

σ2
hσ

2
s

)
dy.

(63)

After some algebraic manipulations and using [44, Eq.
(6.2)], (63) can be written as in (27). This concludes the proof.

PROOF OF THEOREM 2

According to [54] and after some basic algebraic manipu-
lations, its PDF can be written as

fσ2 (x |Θ) =
3∑
i=2

U (mi − 2)w1,iw2,i exp

(
− x

Ai

)

+
4∑
i=1

U (mi − 1)U (mi − 2)w1,ix exp

(
− x

Ai

)

+

4∑
i=1

U (mi − 1) (U (1−mi)−A5U (mi − 2))

× w1,i exp

(
− x

Ai

)
, (64)

where m = [θk, θk−1 + θk+1, θ−k+1 + θ−k−1, θ−k], x ∈
[A5,∞), w1,i and w2,i are defined by (34) and (35) respec-
tively.

Based on the above, the CDF of the received energy, in case
of non-ideal RF front-end, unconditioned with respect to Θ,
can be expressed as

FTk
(x |Θ) =

3∑
i=2

U (mi − 2)w1,iw2,iI1,i

+
4∑
i=1

U (mi − 1) (U (1−mi)−A5U (mi − 2))w1,iI1,i

+
4∑
i=1

U (mi − 1)U (mi − 2)w1,iI2,i, (65)

with

I1,i =
1

Γ (Ns)

ˆ ∞

A5

exp

(
− y

Ai

)
γ

(
Ns,

Nsx

2y

)
dy, (66)

I2,i =
1

Γ (Ns)

ˆ ∞

A5

y exp

(
− y

Ai

)
γ

(
Ns,

Nsx

2y

)
dy. (67)

Eqs. (66) and (67), after some basic algebraic manipulations,
and using [43, Eq. (8.352/2)] and [44, Eq. (6.2)], can be written
as

I1,i = Ai exp

(
−A5

Ai

)
−
Ns−1∑
k=0

(Ns − 1)!

k!

(
Nsx

2

)k

× 1

Ak+1
i

Γ
(
−k + 1, A5

Ai
, Nsx
2Ai

, 1
)

Γ (Ns)
, (68)

and

I2,i=Ai (A5 +Ai) exp

(
−A5

Ai

)

−
Ns−1∑
k=0

(Ns − 1)!

k!

(
Nsx

2

)k
1

Ak+1
i

Γ
(
−k + 2, A5

Ai
, Nsx
2Ai

, 1
)

Γ (Ns)
.

(69)

Hence, taking into consideration (68), (69) and since
U (mi − 1)U (mi − 2) = U (mi − 2), Eq. (65) results in
(33). This concludes the proof.

PROOF OF THEOREM 3

If the channel occupancy vector Θ is the all idle vector, i.e.,
Θ = Θ̃2,0 = [0, 0, 0, 0, 0, 0], then, in accordance to (32), the
signal variance can be expressed as σ2

Θ̃2,0
= A5. According to

(31), since σ2
Θ̃2,0

is independent of H , the CDF of the energy
statistics, assuming an non-ideal RF front-end, when all the
channels of {−k−1,−k,−k+1, k−1, k, k+1} are idle, can
be obtained by (36). This concludes the proof.

APPROXIMATION FOR EXTENDED INCOMPLETE GAMMA
FUNCTION CALCULATION

Theorem 4. The extended incomplete Gamma function can
be approximated as

Γ (a, x, b, 1) ≈
N∑
n=0

(−b)n

n!
Γ (a− n, x) , (70)

with an approximation error upper-bounded by

ϵ (a, x, b,N) = exp (b) Γ (a−N − 1, x)
γ (N + 1, b)

Γ (N + 1)
. (71)

Proof: The extended incomplete Gamma function can be
expanded in terms of the incomplete Gamma function as [44,
Eq. (6.54)]

Γ (a, x, b, 1) =
∞∑
n=0

(−b)n

n!
Γ (a− n, x) . (72)

By denoting f (a, x, b, n) = bn

n!Γ (a− n, x) , the extended
incomplete gamma function can be rewritten as Γ (a, x, b, 1) =∑∞
n=0 (−1)

n
f (a, x, b, n). Moreover, according to [44, Eq.

(3.84)], the auxiliary function f (a, x, b, n) is equivalent to
f (a, x, b, n) = bn

n!
En−a+1(x)
xn−a , where En (x) is the exponential

integral function defined in [55, Eq. (5.1.4)]. Taking into
consideration the property [55, Eq. (5.1.17)], it follows that
for given parameters a, x > 0 and n,

Γ (a− n, x) ≥ Γ (a− n− 1, x) , (73)

and, hence, for a given b > 0,

lim
n→∞

f (a, x, b, n) = 0. (74)

Thus, the extended incomplete gamma function can be ap-
proximated by (70) where the approximation error is given by
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e(a, x, b,N) =
∑∞
n=N+1 (−1)

n
f (a, x, b, n) , which can be

upper-bounded, according to (73) and (74), as

e(a, x, b,N) ≤
∞∑

n=N+1

f (a, x, b, n)

≤ Γ (a−N − 1, x)

∞∑
n=N+1

bn

n!
. (75)

Hence, using [43, Eq. (1.211/1)] and [43, Eq. (8.352/2)],
the upper bound on the approximation error given by (71)
is derived.
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