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ABSTRACT 
We present an interactive sound spatialization and synthesis 
system based on Interaural Time Difference (ITD) model and 
Evolutionary Computation. We define a Sonic Localization Field 
using sound attenuation and ITD azimuth angle parameters and, in 
order to control an adaptive algorithm, we used pairs of these 
parameters as Spatial Sound Genotypes (SSG). They are extracted 
from waveforms which are considered individuals of a Population 
Set. A user-interface receives input from a generic gesture 
interface (such as a NIME device) and interprets them as ITD 
cues. Trajectories provided by these signals are used as Target 
Sets of an evolutionary algorithm. A Fitness procedure optimizes 
locally the distance between the Target Set and the SSG pairs. 
Through a parametric score the user controls dynamic changes in 
the sound output.  

Keywords 
interactive, sound, spatialization, evolutionary, adaptation. 

1. INTRODUCTION 
Sound Spatialization has been studied by for decades [1-3]. 
Recently, Interactive Sound Spatialization (ISS) has been applied 
in hypermedia environments to develop an interactive control and 
integrated control of several sonic features for multi-user 
application [4]. ISS has been applied in the context of helping 
people with special needs where it can be successfully used in 
education and rehabilitation for cognitively disabled persons [5]. 

 Psychoacoustic factors may be seeing as sonic cues that allow 
any listener to perceive and recognize a particular sound [6]. In 
experiments involving sound perception, it is common to take into 
consideration only the classical psychoacoustic factors, such as: 
loudness (perception of sound intensity), pitch (perception of 
sound frequency) and spectrum (perception of partials that 
compose the sonic frequency spectrum), where it is often 

relegated the importance of sound spatial positioning perception 
(SSPP).   

However, SSPP turns to be very meaningful when we are in a 
space with several sound sources located in different places (ex: in 
a concert hall, watching a symphonic orchestra). SSPP can deliver 
important information which not just of aesthetically meaning but 
may be also concern our own safety (ex: driving a car or crossing 
a traffic road). SSPP is given by three types of hearing cues: 
interaural time differences (ITDs) [6], interaural level differences 
(ILDs) [7] and head-related transfer functions (HRTFs) [8]. ITDs 
refer to the difference in time for a sound to reach both ears. ILDs 
describe the amplitude differences in the frequency spectrum of 
sound as heard in both ears. HRTFs are a collection of spatial cues 
for a particular listener, including ITDs, ILDs and also taking into 
account the effects of the listener's head, outer ears and torso, to 
perceive sound localization. The interaural time difference was 
used for robotic sound source localization and cross-correlation 
[9]. 

Here we present an implementation of an interactive system that 
takes ISS from the perspective of adaptive evolution. Since the 
use of adaptive evolution produces emergent and macro structure 
properties [15 16], we understand the sonic result of our system as 
an adaptive evolution and our goal is to show how effective is this 
model to generate interesting sonic results, we further discussed 
this concept in [18]. 

In the following sections we present the theoretical model based 
on integration between interactive sound design and adaptive 
evolution. After, we describe the system features, mathematical 
model, system implementation and sound results. 

 

2. SPATIALIZATION AND SOUND 
DESIGN AS ADAPTIVE EVOLUTION 
 Since 2001, we studied interactive, genetically generated music 
as a technique suited for composing highly textured music [10]. 
We developed also an Evolutionary Sound Synthesis 
methodology [11 12] and, recently, we incorporated spatial 
information in the sound genotype of our system [13 14]. Our 
study is based in the application of concepts from the theory of 
complex adaptive systems (CAS) [15] to sound design [18] and in 
this section we present the key theoretical concepts of our 
research and their relation with the implemented system.   
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2.1 Adaptive Evolution 
Our starting point is that spatialization sound systems can be seen 
as complex adaptive systems, (CAS). As described in [15] a CAS 
involves a large number of interconnected parameters that 
altogether exhibits a coherent emergent pattern in time. 
Spatialization can involve a large amount of loudspeakers, 
waveforms, acoustic cues, damping, and reflections, among 
others. A good spatialization system has to be able to integrate all 
these features and handle them with a simple user-interface that 
allows the user to use few parameters to control the whole system. 
CASs generate emergent and macroscopic properties [16], arisen 
from competition and cooperation. The large scale system 
behavior results from a large number of interactions made by 
many individuals. This is a self-organized process in which a 
complex system is driven to different organization states [17] and 
it could be applied to sound design, as we discussed in [18]. 

Starting from these ideas, we developed our spatialization model 
to control sonic populations’ sets. Our goal is to apply 
evolutionary strategies to generate emergent patterns in sonic 
domain. Despite our model deals with few basic information and 
simple interactive role, it is able to produce complex spatial 
behavior. In this way, it is necessary to correlate interactive 
control, evolutionary strategy with gesture input and sound output 
control.  

Finally, we connect these concepts in the following assumptions: 
a) control gesture inputs are used to generate  Target Sets which 
will drive an evolutionary computation process based on 
Interaural Time Differences (ITD), b) spatialization is represented 
by a Sound Localization Field and c) spatial similarities are 
measured by a Fitness procedure within an Iterative Evolutionary 
Cycle presented below and d) adaptation between gesture inputs  
(i.e. Target Sets) and the sonic population is built as an 
evolutionary process controlled by genetic operators. 

2.2 Sound-Marks Cues 
Schafer [19] describes soundscapes as natural, self-organized 
processes usually resultants of an immense quantity of sound 
sources, correlated or not, but that conveys a unique audible 
experience that is at the same time recognizable and yet always 
original (as it never repeats itself). It is not difficult to relate these 
features of those belonging to complex adaptive system (CAS), 
previously mentioned. Soundscape composition might aim to 
computationally emulate self-organized biological or natural 
acoustic environments, as mentioned in [20]. 

Starting upon three main characteristics of a soundscape defined 
in [19]: key-sounds, key-signals and sound-marks. In our study we 
attempted to develop a system to interactively create sound-marks 
using two immersive concepts: Sonic Localization Field and 
Spatial Similarity, defined below.  

The idea is to use ITD cues to interactively generate trajectories of 
evolutionary sound-marks. This evolution is controlled by spatial 
sound genotypes (SSG) related to two parameters: sound intensity 
and ITD azimuth angle. So we use genetic operators to reproduce 
new individuals in the population based on their spatial 
localization. Having the overall process running in real-time, it is 
possible to obtain as output a continuous audio stream.  

3. INTERACTIVE SPATIALIZATION  
3.1 ITD Cues 
As previously described, the ITD, is a mechanism with which the 
human brain can resolve the delay time or phase difference 
between ears to determine the location of low frequency sound 
sources. For example, if both ears simultaneously hear a low 
frequency sound, then the source is either directly in front or 
behind the listener. If there is a delay of perception between ears, 
then the source will be perceived as being closer to the ear that 
receives its sound first. Time delays are significant in the 
localization of sound in the full range of frequency localization.  

3.2 Sound-Marks in Sonic Localization Field 
From the mathematical point of view our model consist of a space 
of triplets G={(W, I, L)}, named Genotype Space, where  0  I 1 
is the waveform intensity factor and -1  L 1 is the waveform ITD 
localization factor, given by the azimuth angle , where L = (90o – 
)/ 90o and 0o    180o. For more details, see [14]. The set of all 

possible values of the pair (I,L) is named Sonic Localization Field 
(SLF) (see Figure 1). In our model it is a semicircle and the pair 
(1,0) is associated to the sound with the greatest attenuation and it 
is located in front of the listener. Spatial dispersion in the SLF is 
characterized by the distribution of the finite set of pairs S = (I, L) 
as showed in Figure 1.  

We define a population as any finite subset of elements of G. In 
our model we start from a initial population P(0) and a target 
population T and, iteratively, we construct a sequence of, say a 
number R of populations G(1), G(2),…, G(r), where the k-th 
population is a subset of G  with N individuals (elements) G(k) = 
{G1

(k) , G2
(k) ,…, GN

(k) } and the individuals are given by triplets  
Gi

(k) = ( Wi
(k), Ii

(k) , Li
(k)). The Target population has M individuals 

T= {t1, t2,…,tM } with the j-th individual given by  tj = (Wj
(T),  Ij

(T), 
Lj

(T)). Spatial dispersion in the SLF is characterized by the 
distribution of the set of pairs Si = (Ii, Li) as showed in Figure 1. 
These pairs on which are applied the Genetic Operators are named 
as Spatial Sound Genotypes (SSG). The Target Set T = {Tk = (Ik, 
Lk),  for k=1,…,M}  can, in principle, be generated by a several 
gestural controllers associated to the position and motion of the 
user/musician in the space.  This allows perceptual impressions 
guide interactively the evolutionary process of spatial distribution 
of the sound.  
Since G(k) and T are subsets of G we  define the distance between 
these two sets as follows: consider the numbers 
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where the constants A and B are taken as the maximum of the 
intensity and localization factors, respectively, and the distance is 
normalized in the interval [0,1].  
The distance dk between G(k) and T is defined by 

dk d(G(k),T) =
ji,

min ),( )( TGd k
ij                 (2) 

for i=1,…,N and j=1,2,…, M.  Observe that this distance function 
take into account only the two parameters of the SSG.   
The best individual in the k-th population G(k) , Gi*

(k) = ( Wi*
(k), 

Ii*
(k) , Li*

(k)) is that one that realizes the distance dk d(G(k), T). 
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This new individual (the optimal one) now can be used by the 
Iterative Evolutionary Cycle as it is presented in Section 4. In 
order to control the sonic output we use the distance function 
above to define Spatial Similarity as follows: 
  

Given two individuals of a population Gi
(k) , Gj

(k) , they are similar 
if  the d( Gi

(k), Gj
(k))   , where  is an arbitrary small number and 

the distance d is defined in Eq. (1).  

 
 

3.3 Genetic Operators for Sound Spatilization 
 To be able to control the spatialization process as an evolutionary 
one, we defined two basic operations: 

3.3.1 Crossover 
Given the best individual of the k-th generation Gi*

(k) = ( Wi*
(k),  

Ii*
(k), Li*

(k)) and the crossover rate , with 0    1, individuals in 
the population will be renewed changing the values of their 
parameters as follows: 

  

Ii
(k+1) =  Ii*

(k) + (1- ). Ii
(k)

 ,  and    
Li

(k+1) = . Li*
(k) + (1- ). Li

(k)  
for 1  i  N, and k= 0,1,…, R. 

 

  
(3) 

where R is the number of iterations.  
 

3.3.2 Mutation 
Similarly, given the best individual of the k-th generation Gi*

(k) 
= ( Wi*

(k) ,  Ii*
(k) , Li*

(k)) and the rate ß, with 0  ß  1, the mutation 
operation is defined as: 

  

Ii
(k+1) = 1 . (rand) + (1- 1). Ii

(k)  and 

Li
(k+1) = 2 . (rand) + (1- 2). Li

(k) 
    

(4) 

for 1  i  N, and k=0,1,…, r.  
where “rand” is a random parameter in the interval [0,1] and the 
rates 1 and 2  controls the degree of randomness of the mutation 
operation. In our implementation below we have taken  1 = 2 for 
simplicity. 
 

4. IMPLEMENTATION 
We report here the first implementation of the system using 
MATLAB in which we have simulated the iterative evolutionary 
cycle (IEC) and the system interactive dataflow. The IEC consists 
of two main processes: a) an evolutionary sound synthesis 
module, which performs genetic operators that modify the 
waveform shape (see details in [11]) and b) an evolutionary 
spatial engine module which applies crossover and mutation over 
the population as described in section 3.2. For the interactive 
dataflow we simulate a user-interface that resembles the sonic 
localization field and we implemented also a parametric score 
with which the user controls de dynamic changes of the 
parameters. 

4.1 Creating Populations 
First of all, we generated waveform populations in which pre-
recorded samples were cut using fixed Time Slice. In that case, we 
developed two procedures: a) automatic segmentation of a stored 
sample and b) random generation of a large population of sine 
waves with frequency and amplitude varying in pre-defined 
ranges. The time slices can vary from 50 milliseconds to 2 
seconds and we our system can be a tool to be applied in micro 
and macro interactive sound design. Depends upon the size of the 
time slices the number of waveforms varied from dozens to 
thousands. 

4.2 Evolutionary Engines 
The evolutionary engines are used to control the evolutionary 
sound trajectory of the system. The Evolutionary Sound Synthesis 
(ESSynth) Engine has been presented in previous works [10 11] 
and we have modified it in order to use Eq. 2 for fitness 
evaluation. The Evolutionary Spatial Engine has also been 
described in  [13 14] and it uses Eq. 3 and Eq. 4 as genetic 
operators.  

4.3 User-Interface & Parametric Score 
The general idea of the system is to allow the user to interact with 
it in two ways: a) real-time interaction using any a gestural device 
that is able to produce input for the Target Set that controls the 
fitness evaluation of the two evolutionary engines described in 
4.2, and b) off-line interaction using a parametrical score in which 
the user controls cross-over and mutation rates, the region of the 
population that will be modified in real time, the upgrade time rate 
for each generation of the population and the delay in which a 
new waveforms is sent to a circular buffer. 

 

i-th waveform 
localization 

 

SCORE 
Evolutionary 

ENGINES 

REAL-TIME 

INTERACTION 

PERFORMER(S) 

Figure 2. General diagram of the system dataflow. 

Figure 1. Sonic Localization Field (SLF). 
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The parametrical score is an ASCII file with a sequence of lines 
described in Table 1. The idea is to let the user to project a general 
evolutionary behavior and use the gestural control in real time to 
produce novelty. Since the population of individuals can be very 
large, we implemented a parameter to control a selection of sub-
sets in the population. We use two integer numbers n1 and n2 and 
we define a Population Segmentation Window (PSW) as the 
subinterval [n1, n2] where 0  n1 < n2  N. Only the individuals 
belonging to the chosen PSW will be used in the IEC. In this way 
the parametrical score is used to give to a composer/musician the 
flexibility to explore regions or waveform neighborhood. 
 

Table 1.  Description of the Parametric Score 
parameter description application 

0    1 crossover rate increases Correlation 

0  ß  1 mutation rate increases Randomness 

0  n1 < n2  N population segmentation 
window 

defines a sub-set in the 
population  

Tb upgrade time rate for each 
generation (in millisecs). 

defines the duration of 
each iterative evolutionary 
cycle 

Tm delay new waveforms is 
sent to a circular buffer 
(in millisecs). 

defines the rhythm of the 
sound transformation 

Flags = 1, 2, 3 status selector indicates population 
segmentation (0), synthesis 
(1), spatial engine (2) or 
(3) end. 

 
4.4 Iterative Evolutionary Cycle 
Finally, it is possible to describe the whole iterative process in 
which we implemented an adaptive evolution applied to 
spatialization and sound design. Notice that there are to main 
circuits (see Figure 3): a) off-line: it is controlled by the 
Parametrical Score (see Figure 3, left) and b) on-line: it is 
controlled interactively by the user using a gestural controller to 
produce a Target Set (see Figure 3, right). Both circuits are 
applied to the evolutionary engines and the sound output is given 
by the best individual of each generation.  

5. SOUND OUTPUT 
We presented here results of the MATLAB implementation. The 
tested parameters and the parametric scores are presented in Table 
2. The first parameter on the score is always the time in 
milliseconds. Basically, we evaluated how the ITD cues work as 
part of the sound genotype and how the evolutionary synthesis 
method modifies the generated sound.  

 

 
Table 2.  Parametric Score of the Sound Example 
Parameter Line Comment 

0,     0, 25, 30 Time Population Segmentation* 

0,     1, .5, .0, 50,100 Synth - alfa=0.5 and beta=0 

0,     2, .2, .3, 50,100 Spatial – alfa=0.2 and beta=0 

50,   2, .2, .3, 50,100 Spatial – alfa=0.2 and beta=0.1 

100, 2, .2, .3,50,100 Spatial – alfa=0.2 and beta=0.2 

110, 2, .0, .0,50,100 Spatial – alfa=0.2 and beta=0.3 

130, 3, .0, .0,50,100 End of the process 

 

The example presented here is the result of a population generated 
using a sample of a speech material. Below in Figure 4 we 
presented the sound example generated with a population with 
time slices of 0.2 seconds. It is possible to verify the dynamic of 
the genetic operators in Table 2. When the process starts EESynth 
and Spatial are applied with mutation rates equal to zero. The SLF 
presented in Figure 4 (top) allocates all the spatialization 
information close to its maximum values. Parameters Tb and Tm

  
described in Table 1 were not tested yet for we are working in a 
Pd implementation. 

 

Figure 3. Iterative Evolutionary Cycle 
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TARGET  
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Figure 4. Sound Localization Field used to generate the sound 
example (top); resultant waveform (bottom). 

6. CONCLUSION 
We presented here a mathematical model and a MATLAB 
implementation of a system for interactive spatialization control 
and evolutionary sound synthesis.  We reviewed some 
applications of interactive sound spatialization and introduced the 
concept of adaptive evolution based in the theory of complex 
adaptive systems. The system we presented is connected to recent 
studies in which we incorporated spatial information as sound 
genotype description. Here we linked these new achievements to 
the idea of using a gestural controller as Target Set.  We think it is 
a promising model in which a gesture produced by NIME device 
can be used as real time controller of an evolutionary process. In 
this way, the user is providing novelty and the system will adapt 
according to this interactive rule. We think the fitness procedure is 
simple enough to let the user to be able to correlate the sound 
evolution with its spatialization. Using the MATLAB 
implementation we tested the control parameters using parametric 
scores and a simulation of the sound localization field using a 
graphic interface.  

We also implemented a new version of the Evolutionary Sound 
Synthesis (ESSynth) Method as it was presented in [11]. The new 
ESSynth modifies the population according to the fitness 
evaluation described in Eq. (2). Differently, from previous work, 
we used the notion of proximity in the SLF to change also the 
shape of the waveforms in the population. This approach has been 
proved to be very efficient for interactive applications, because 
the user will have the best modified sound as it is located and 

perceived by ITD cues. It was also simple to implement Eq. (1) 
and the calculations involved are not expensive. Thus we project 
that the interactive real-time operation will be satisfactory. Further 
studies will include: 
 

a) An application in Pd (Pure Data language) to test the usage 
of several sensor-devices to capture the position of 
performers into the stage, such as cameras and infrared 
sensors, to produce geometric trajectories to build curves in 
the Target Set.  

b) It is also possible to explore the Inter-aural Level 
Differences (ILD), in this case the use of ITD and ILD will 
provide a near and far field effect. Also the use of reverb 
will provide extra psychoacoustics cues to interact with the 
user.  
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