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Disclaimer 

This document contains description of the CAPSELLA project findings, work and products. Certain 
parts of it might be under partner Intellectual Property Right (IPR) rules so, prior to using its content 
please contact the consortium head for approval. 

In case you believe that this document harms in any way IPR held by you as a person or as a repre-
sentative of an entity, please do notify us immediately. 

The authors of this document have taken any available measure in order for its content to be accu-
rate, consistent and lawful. However, neither the project consortium as a whole nor the individual 
partners that implicitly or explicitly participated in the creation and publication of this document 
hold any sort of responsibility that might occur as a result of using its content. 

This publication has been produced with the assistance of the European Union. The content of this 
publication is the sole responsibility of CAPSELLA consortium and can in no way be taken to reflect 
the views of the European Union. 

The European Union is established in accordance with the 
Treaty on European Union (Maastricht). There are currently 28 
Member States of the Union. It is based on the European Com-
munities and the member states cooperation in the fields of 
Common Foreign and Security Policy and Justice and Home Af-
fairs. The five main institutions of the European Union are the 
European Parliament, the Council of Ministers, the European 
Commission, the Court of Justice and the Court of Auditors. 
(http://europa.eu.int/) 

 

CAPSELLA is a project partially funded by the European Union 
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Executive Summary 
The CAPSELLA project aims to support communities of farmers and food manufacturers in making 
informed decisions on their activities by offering them access to data from a variety of open data 
sources related to regional agro-biodiversity and food. A core activity to achieve this goal is the 
development of Social Data services based on the needs and interests of a community, depending 
on their respective roles (i.e. consumer, producer, etc.). Social media channels (e.g. Twitter, Face-
book, review sites) are widely used today and thus arise as a useful way to search and mine through 
the available data, creating an implicit flow of information amongst all associated factors. Social 
Media Analysis1 is defined as “the process of collecting data from stakeholder conversations on dig-
ital media and processing them using data mining techniques in order to extract structured insights 
leading to more information-driven business decisions and increased customer centrality for brands 
and businesses”. Sentiment Analysis or Opinion Mining is a key technology in the effort to devise 
such strategies and to help people understand the massive amount of data available online (Pang 
and Lee, 2008). This report provides an overview of the CAPSELLA Social Data platform and its APIs 
(section 2), as also as the Social Media Analysis workflows and its services to the CAPSELLA pilots 
(section 3).  

 

                                                        

1 http://www.gartner.com/it-glossary/social-analytics 
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1. Introduction 

1.1 Scope 

The CAPSELLA project works on making existing data more easily available to local communities of 
farmers and food producers/retailers through innovative technology-supported solutions that are 
being developed based on their requirements. An essential task towards this end is to harvest, ex-
ploit and incorporate knowledge from all available Social Media channels, in order to facilitate 
knowledge exchange between the existing communities and to enhance a given knowledge base of 
a community in general. To achieve this purpose, as a core activity of this task the software that is 
being developed will perform online Social Media knowledge extraction focusing on opinionated 
user-generated content as a key information source for understanding individual preferences and 
content personalization, for reputation monitoring as well as for correlation with Key Performance 
Indicators (KPIs), among others. The continuous extraction of this knowledge will promote candi-
date solutions and relevant information and ultimately result in the enhancement of the data of 
each of the involved communities. This software will also be shared through standard programma-
ble interfaces (APIs) so that other developers may invoke and use it, and will be catalogued through 
the software services registry of the CIARD RING. To this end, the main scope of this deliverable is 
to present an overview of the CAPSELLA Social Data platform and its APIs, the Social Media Analysis 
workflows and its services to the CAPSELLA target audience.  

1.2 Audience 

This deliverable is a public document that serves as a roadmap for the CAPSELLA Social Media Anal-
ysis services targeting not only the CAPSELLA partners, but also other communities that may be 
interested in the CAPSELLA Social Data methodology, technologies and services. 
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2. The CAPSELLA Social Data Platform  
The CAPSELLA Social Data Platform consists of five major tiers (Figure 1). The Data collection tier 
where datasets are being captured or ingested from a variety of sources through a set of dedicated 
tools. Critical considerations here are data formats, schema and metadata management issues that 
need to be considered and properly resolved. Transporting data from the Collection tier to the 
CAPSELLA platform is facilitated by a message queuing tier (MQ tier) following the Publish/subscribe 
interaction pattern. Publish/subscribe messaging is a pattern that is characterized by the sender 
(publisher) of a piece of data (message) not specifically directing it to a receiver. Instead, the pub-
lisher classifies/configures the message somehow, and that receiver (subscriber) subscribes to re-
ceive certain classes of messages. Pub/sub systems often have a broker, a central point where mes-
sages are published, to facilitate this process. In the CAPSELLA MQ tier, CAPSELLA social analytics 
workflows (processing tier) will play the role of the receivers enabling the efficient and effective 
processing of the data producing a wealth of annotations (e.g. sentiments, entities like nutrients, 
food ingredients, restaurants etc.). In addition, data will be distributed within the platform to pro-
vide additional protections against failures, as well as significant opportunities for scaling perfor-
mance. The results (e.g. annotations) will be transmitted as new messages and further consumed 
by (a) a distributed indexing & visualization framework providing search and browsing functionali-
ties (Data Exploration tier), (b) archiving to a storage system, and, (c) a persistent storage subsystem 
providing REST APIs to web apps, third applications and the CAPSELLA pilots (access tier). This sec-
tion provides a brief description of the data collection tier (2.1), the MQ tier (2.2) and the access tier 
(2.3). 

 

 
Figure 1: The CAPSELLA Social Data platform 
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2.1 The Data collection tier 

The CAPSELLA platform will be able to ingest data streams from a variety of online social networks 
(OSNs) (e.g. Youtube, Facebook, Twitter, Instagram etc.) in compliance with the pilot data require-
ments. To this end, a series of data collectors will be deployed monitoring and collecting relevant 
data streams from the OSNs in real time on a regular basis. In addition, some datasets are provided 
as batches (very large datasets) for further processing (e.g. the Yelp Challenge Dataset is provided 
as a very large downloadable resource and includes information about local businesses in 10 cities 
across 4 countries. It consists of 2.2M reviews and 591K tips by 552K Yelp users. There are also 566K 
business attributes and 200,000 pictures available). In the latter case, an offline procedure will be 
developed enabling storing of chunks of data into the CAPSELLA platform.  

The data collected will have to be cleaned and/or transformed before indexing. For example, a 
webpage has to be cleaned and boilerplate has to be removed (e.g. advertisements, logos, menu 
buttons, etc). In addition, the actual content of the page needs to be split into fields distinguishing 
different types of data (e.g. username, comment, location, etc.). A template-driven cleansing pro-
cess will be developed and configured properly to achieve the above goals. 

Since many parts of the platform use or provide data in different formats, a universal format will be 
adopted catering for all data exchanges. The json format is recommended as it is a broadly used 
open-standard format that can be easily ingested.  

Monitoring the data collectors and providing CAPSELLA operators an easy way to interact with the 
data collections will be facilitated through proper exploratory (Figure 32) and visualization (Figure 
3) tools.  

 
Figure 2: Exploring the twitter collection, retrieving documents using the query “stevia”  
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Figure 3: A group of visualizations, presenting the 50 most common terms in the dataset (upper left cor-

ner), a pie chart displaying the languages found in the dataset (upper right corner), and a map highlighting 
the locations presented in the dataset (down center). 

 

 

2.2 The CAPSELLA message-queuing tier 

The backbone of the platform is a distributed streaming tier providing “Publish and Subscribe” ser-
vices to data streams, storing streams in a distributed replicated cluster and processing datasets in 
real time. To this end, the open source system, Apache Kafka will be exploited. Apache Kafka is a 
distributed messaging system and a robust queue that can handle a high volume of data. It can easily 
distribute messages from multiple sources to multiple destinations ensuring the data integrity as all 
messages are persisted on the disk and replicated within the cluster. Kafka will facilitate data ex-
changes, passing data as json messages from one tier of the platform to another. The basic parts of 
a Kafka system are the Producers, the Brokers and the Consumers. The CAPSELLA operator has to 
specify a Topic which designates a new feed (or category) of data and configure the number of par-
titions of this Topic (see Figure 4). A producer is a program which feeds a specific topic with data. 
The producer is responsible for choosing which message to assign to which partition within the 
topic. Kafka runs on clusters of one or more servers each of which is called a broker. Brokers create 
replicas of the data so the persistence of data is ensured. Finally, a consumer is a program which 
reads messages written in the partitions of a Topic. The CAPSELLA operator has to designate the 
actions need to be performed on the data. Such actions could be archiving, feeding the data to a 
new Topic, and/or feeding them to the processing chain (see section 3). 
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Figure 4:  An indicative configuration of the MQ tier with two Producers, a Topic with three partitions, 

three servers that replicate the data and three Consumers 

 

The MQ tier will be deployed in a cluster of virtual machines in a master slave configuration.  

2.3 The CAPSELLA access tier 

CAPSELLA provides access to its data and annotations through a managed set of REST APIs. Two 
task-specific APIs are foreseen. A Data API receiving a POST request in json form designating the 
configuration to be used to export a data collection as shown below.  

 

 

 

A configuration comprises a set of keywords (or phrases) used to query the CAPSELLA datastore and 
fetch relevant datasets. Such a configuration is presented below. The pilot user can specify key-
words (s)he wants to include in the result set as well as keywords (s)he wants to exclude. Once a 
new configuration is created, a new data collection is created. This data collection will be fed into 
the social data processing workflows through the MQ tier and the annotations produced will update 
the collections.  
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In the above example, the user creates a data collection called the “stevia” collection containing any 
keyword in the set “Sweeteners”, “Stevia”, “Sugar”, “Type A diabetes” but not the keyword 
“sweetie”. CAPSELLA will create a data collection where it will store all data returned by the specific 
query.  

 

Subsequently, the Data API detects the corresponding collection and returns the data stored in it. If 
more than ten results have to be returned, then a method called pagination is used and the results 
return in batches of ten each. In that case a key is added as json filed and return with the first ten 
results.  
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In order to get the next ten results the end user has to make a new POST request to the same API 
providing only the key (s)he received:  

 

 

An Analytics API returns the results of the social data analysis in the same way as the Data API.  It 
receives a POST request in json form designating the configuration used to export one data collec-
tion as shown below. The API detects the corresponding collection and returns the data stored in it 
containing the annotations extracted from the Social analysis workflows as shown in Error! Refer-
ence source not found.. The opinions detected in the text are appended to the json data under the 
field “opinions” and contain information about the opinion target, the aspect category and the po-
larity of the aspect. Again if more than ten results have to be returned, the results return in batches 
of ten each in the same manner as in the Data API.  
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3. Social Media Analytics 
The first step to build a case in a Social Media Analysis initiative is to set the objectives, viz. to de-
termine who (i.e. an individual, a business, a community) and which goals the data that is collected 
and analyzed will benefit. In the context of the CAPSELLA project foreseen pilots involve the use of 
social media data aiming to provide through the CAPSELLA platform social data services to help 
cooperatives’ managers to better market, promote and design their products and services. The pilot 
cases will be supported by software services and components designed for targeted data collection 
(i.e. gather data related to specific entities of interest) and data mining with focus on Sentiment 
Analysis. The continuous extraction of this knowledge will promote candidate solutions and relevant 
information and ultimately result in the enhancement of the data of each of the involved commu-
nities. The analytics will also be shared through standard programmable interfaces (APIs) so that 
other developers may invoke and use it, and will be catalogued through the software services reg-
istry of the CIARD RING. 

For example, Agroknow is developing an application for the Stevia Cooperative that is producing the 
La Mia Stevia product (http://www.lamiastevia.gr/) to access open data that can help them to im-
prove their product. Focusing on Social Media, the main goal is the design and the development of 
a data API to query and filter the CAPSELLA platform collecting relevant Twitter data. The application 
comprises of the following two basic steps/services:  

 Data collection. Collect tweets related to specific entities of interest like the LaMiaStevia product 
(e.g. Fig. 5) or stevia as a species in general (e.g. Fig. 6).  

 

Figure 5: Example of a Tweet discussing the Greek stevia produced by LaMiaStevia 

 

 

Figure 6: Example of a Tweet discussing stevia as a species in general 
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Another example of related entities could be competitive products and companies as in the case of 
imported stevia (e.g. Fig. 7).  
 

 

Figure 7: Example of a Tweet discussing Paraguay stevia imported in Greece by a competitive company 

 
 Sentiment Analysis will be performed on the data collections to extract the sentiment expressed 

towards the predefined entities of interest. For example, the Tweet in Fig.5 expresses support (i.e. 
a positive sentiment) for La Mia Stevia and Greek products in general, whilst the Tweet illustrated 
in Fig. 8 below conveys a positive sentiment about a lemonade made with stevia. The Sentiment 
Analysis methodology will follow - with the appropriate modifications- the general methodology 
described below in section 3.1. 

 
Figure 8: Example of a Tweet conveying a positive sentiment about stevia-sweetened lemonade 

3.1 Sentiment Analysis: Approach and Methodology 

Sentiment Analysis is defined as the computational study of opinions, sentiments, subjectivity, eval-
uations, attitudes, appraisal, affects, views, emotions, etc., expressed in text (Liu, 2012). Early work 
focused mainly on the overall positive or negative classification of a given text or text span (Pang et 
al., 2002; Turney, 2002). While detecting the overall sentiment of a given text or snippet has a wide 
range of real-world applications, analyzing unstructured text only in terms of positive and negative 
opinions -irrespectively of the entities mentioned in context and their aspects- is not sufficient 
enough to provide meaningful insights and is therefore of limited use. For example, both tweets in 
Fig. 5 and 8 above convey a positive opinion about stevia; however, in the first tweet the opinion is 
about the LaMiaStevia product, whilst in the second it is about a stevia-sweetened homemade lem-
onade. Similarly, restaurants customers reviews not only express the overall sentiment about a res-
taurant or the food, but also sentiments relating to specific aspects, such as the cleanliness and the 
prices of the restaurant, and the flavor or the freshness of the ingredients, respectively.  

Some review sites (e.g., Amazon, TripAdvisor) provide such information in the form of multiple-as-
pect user ratings. However, taking into account the textual component of user reviews provides also 
evidence to understand the reason why behind the rating (Titov and McDonald, 2008; McAuley et 
al., 2012) and results in better general or personalized review score predictions than those derived 
from the numerical star ratings given by the users (Ganu et al., 2009). In addition, user ratings are 
not available in Social Media data like Twitter or Facebook. In this context, research has moved 
towards fine-grained approaches like aspect-based (or feature-based) sentiment analysis (ABSA) 
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that involves identifying sentiment on different aspects of entities and entities themselves (Zhang 
and Liu, 2014).  

An ABSA method can analyze large amounts of 
unstructured texts and extract information not 
included in the user ratings that are available in 
some review sites. Among several types of rep-
resentations that have been suggested are ta-
bles (e.g., Fig. 9) that list the extracted aspects 
(e.g., price, quality) of the entity along with the 
respective ratings (i.e. the average sentiment 
perceived in reviews), visual representations 
such as word clouds for the extracted aspects 
with different colors indicating different senti-
ments, as well as textual summaries. Each type 
of representation is best suited for different ap-
plications; tables are used for direct comparison between different entities, word clouds for quick 
access to salient information and text summaries when fluency and coherence, subtle details, per-
sonalized and context-aware summaries are important or when visual access to the information is 
not available, as in the case of speech-based dialogue systems. 

Following this direction, the CAPSELLA Social Data services will integrate ABSA modules designed 
taking into account the specifications and the requirements of each pilot in order to provide the 
right type of information to the right community of people. The proposed general ABSA workflow 
and models are described below in sections 3.1.1 and 3.1.2, respectively. An overview of the state 
of the art ABSA methods and techniques is provided in section 3.2. 

3.1.1 ABSA Workflow  

The proposed methodology for building the CAPSELLA ABSA framework is the 4-step process illus-
trated in Fig. 10.   

 
Figure 10: Proposed ABSA Workflow  

Figure 9: Table summarizing the average senti-
ment for each aspect of the entity “Apple Mac 

mini” (Pontiki et al., 2014) 
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The first step is to gather data related to specific entities of interest. The methodology can vary 
depending on the data source and the pilot case. For example, in the case of the stevia pilot we will 
retrieve from the Twitter data source relevant tweets using specific predefined queries/keywords 
(e.g. terms like “stevia” or hashtags like “#lamiastevia”). Subsequently, the collected data will be 
explored by experts in order to determine the different aspects of the entities of interest and their 
linguistic instantiations. Data exploration is an integral part of the methodology, since it helps to 
understand and obtain a broader view of the whole dataset and is crucial for filtering the data and 
clustering them into targeted collections that can be used for development and training purposes. 

The third step is to translate the requirements of each pilot case into a knowledge representation 
schema (i.e. information types to be extracted, output format) taking also into account the findings 
from the data exploration. The final step is the design and the development of the resources (e.g. 
lexical resources, linguistic patterns, and annotated datasets) and the models/algorithms needed 
for the computational treatment of the ABSA representation model.  

3.1.2 ABSA Representation Models 

The ABSA models will be based on the representation proposed in the context of the SemEval 20152 
and 20163 ABSA shared task (Pontiki et al., 2015; Pontiki et al., 2016) with the proper modifications 
in order to fulfill the requirements needed for each pilot. As illustrated below in Fig. 11, the ABSA 
representation for the restaurants domain comprises six entity types (RESTAURANT, SERVICE, AMBIENCE, 
LOCATION, FOOD, and DRINKS) and five attribute types (quality, style & options, price, general, and mis-
cellaneous) that are combined to build aspect categories (i.e. entity and attribute pairs, 12 in total). 
In particular, the entities FOOD and DRINKS can be assigned the attributes “quality” (for opinions fo-
cusing on the taste, the freshness, the texture, the consistency, the temperature, the preparation, 
the authenticity, the cooking or general quality of the food and the drinks served in the restaurant), 
“style & options” (for opinions referring to the presentation, the serving style, the portions size, the 
food/menu options or variety -e.g. innovative dishes/drinks, vegetarian options- of the food and of 
the drinks served in the restaurant), or “price”. The entity RESTAURANT can be assigned the attribute 
labels “price” (for opinions that refer to the restaurant prices in general), “general” (this attribute 
label is used in the case of general positive or negative sentiment about an entity type), and “mis-
cellaneous” (for attributes that do not fall into any of the aforementioned cases). The entities types 
SERVICE, AMBIENCE and LOCATION, can only be assigned the attribute label “general” in the context of 
the SemEval ABSA task.  

                                                        

2 http://alt.qcri.org/semeval2015/task12/ 

3 http://alt.qcri.org/semeval2016/task5/ 
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Figure 11: The SemEval 2015 and 2016 ABSA representation for the restaurants domain  

Depending on the requirements of each pilot the ABSA representation schema can be simplified or 
enriched with more entity and attribute types. For example, the entity AMBIENCE could be assigned 
attributes like “decoration” or “cleanliness”, and the entity SERVICE attributes like the “staff attitude” 
and the “wait or food preparation time”. Similarly, the existing entity and attribute types can be 
further analyzed to finer labels. For example, the entity FOOD could be could be further analyzed to 
specific types of food or dishes, and the attribute “quality” to finer aspects like the “freshness” and 
“taste”. In the case of the stevia pilot the ABSA representation could be transformed as illustrated 
in Fig. 12. 

 
Figure 12: An indicative ABSA representation for the stevia pilot 

3.2 ABSA State of the Art 

Several ABSA methods have been proposed for various domains including consumer electronics (Hu 
and Liu {2004a, 2004b}), movies (Thet et al., 2010), restaurants (Ganu et al., 2009), and Beers, Pubs, 
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Toys, Games and Audiobooks (McAuley et al., 2012). Depending on the approach, aspect is a syno-
nym for both fine- and coarse grained types of information. The basic definitions are summarized 
below: 

 Coarse predefined categories (i.e. concept names) similar to rateable aspects (e.g., Ganu et 
al., 2009; McAuley et al., 2012). 

 Aspects are opinion targets i.e. all the targets towards which opinion can be expressed 
(e.g., Qiu et al., 2011). 

 Aspects or features (Hu and Liu, 2014) or facets (Mei et al., 2007) denote components/ 
parts, subcomponents of the target entity, and attributes of the target entity or its compo-
nents (Liu, 2010). 

 An aspect category is a combination of an entity type E and an attribute type A (E#A pair), 
where E is the target entity itself, a (sub)component/part of the target entity, or other re-
lated entity, while A is a particular attribute of E (Pontiki et al., 2015; Pontiki et al., 2016). E 
and A are concept names (classes) from a given domain ontology and do not necessarily 
occur as terms in a sentence. The linguistic expression used in the given text to refer to the 
reviewed entity E of each E#A pair is the Opinion target expression (OTE).  

For example, given the sentence “The pizza was delicious but do not come here on an empty stom-
ach.” from a customer review about a particular restaurant, the output of an ABSA method would 
be as follows for each of the above representations respectively:  

 [FOOD: positive & FOOD: negative] or [FOOD: conflict] 
 “pizza”: positive 
 pizza [+5], size [-3] [u]4 
 [FOOD(OTE=pizza)#QUALITY: positive], [FOOD(OTE=null5)# STYLE_OPTIONS6: negative] 

The available ABSA methods can be divided into those that adopt domain-independent solutions 
(Lin and He, 2009), and those that use domain-specific knowledge to improve their results (Thet et 
al., 2010). Some methods treat aspect extraction and sentiment classification separately (Mei et al., 
2007; Brody and Elhadad, 2010), while other approaches model the two problems jointly (Jo and 
Oh, 2011; Lakkaraju et al., 2014). Common techniques used for ABSA range from frequency (Zhuang 
et al., 2006) and syntactic relation (Qiu et al., 2011) based approaches to deep learning models 
(Lakkaraju et al., 2014) and neural networks (Alghunaim et al., 2015). Many approaches treat aspect 
extraction as a sequential labelling task (e.g. Li et al., 2010) using Conditional Random Fields (CRF) 

                                                        

4 [u] denotes feature/aspect not appeared in the sentence (Hu and Liu, 2014). 

5 According to the SemEval 2015 ABSA schema when there is no explicit mention of the entity E, the 
OTE slot takes the value “NULL”. 

6 According to the SemEval 2015 ABSA schema opinions evaluating the food quantity (e.g. portions 
size) are assigned the label “FOOD#STYLE_OPTIONS”. 



 

CAPSELLA D5.2 Social Media Analysis Report  Page 20 of 25 

(Lafferty et al., 2001) or Hidden Markov Models (HMMs) (Rabiner, 1989). Topic Modelling ap-
proaches (Titov and McDonald, {2008a, 2008b}; Brody   and   Elhadad,   2010; Jo and Oh, 2011) 
usually use Latent Dirichlet Allocation (LDA) (Blei and Jordan, 2006) to learn distributions of words 
used to describe each aspect.  

Each approach exploits a variety of features to address aspect detection and sentiment classifica-
tion. The basic types of features used for ABSA are summarized below: 

 Lexical features e.g. n-grams, Token shape  
 Morpho-Syntactic features e.g. Lemma, Part-Of-Speech (POS), Dependency trees 
 Semantic features e.g. Word clusters, Semantic Dependencies 
 Lexicon based features e.g. Sentiment Lexica, WordNet 
 Word Vector Representations e.g. Word2Vec (Mikolov et al., 2013), GloVe (Pennington et al., 2014) 

The ABSA shared task organized for the last three years in the context of the SemEval Workshop 
provided for the first time the opportunity for direct comparison of ABSA methods. In particular, 
the task was introduced as a SemEval task in 2014 (Pontiki et al., 2014) providing training data, 
baselines and a common evaluation framework for both coarse- and fine-grained ABSA. It attracted 
165 submissions from 32 teams that experimented with a variety of features (e.g., based on n-
grams, parse trees, named entities, word clusters), techniques (e.g., rule-based, supervised and un-
supervised learning), and resources (e.g., sentiment lexica, Wikipedia, WordNet). In its second run 
in 2015 (Pontiki et al., 2015) the task introduced the new ABSA representation attracting 93 submis-
sions from 16 teams. The evaluation metrics used by the task organizers were F-1 measure for as-
pect category detection and Accuracy for sentiment polarity classification (defined as the number 
of correctly predicted polarity labels of aspect categories, divided by the total number of aspect 
categories). As illustrated in Fig. 13, the participating teams explored a variety of features, tech-
niques and resources.  

 
Figure 13: Overview of features, resources and techniques used for ABSA in SemEval-2015 ABSA. The font 

size indicates frequency. 
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The best F-1 score in the restaurants domain (62.68%) was achieved by the NLANGP team (Toh and 
Su, 2015), which modeled aspect category extraction as a multiclass classification problem with fea-
tures based on n-grams, parsing, and word clusters learnt from Yelp data. A different interesting 
approach was the system of Sentiue (Saias, 2015) that used a separate MaxEnt classifier with bag-
of-word-like features (e.g. words, lemmas) for each entity and for each attribute and was ranked 4th 
and 2nd in the restaurants and the laptops domains, respectively. The same team achieved also the 
best accuracy score (79.34%) in the restaurants domain again with a MaxEnt classifier along with 
features based on n-grams, POS tagging,  lemmatization, negation words and publicly available sen-
timent lexica (MPQA, Bing Liu’s lexicon, AFINN). The second best system (Zhang and Lan, 2015) 
achieved 78.10% in sentiment classification using features based on n-grams, PMI scores, POS tags, 
parse trees, negation words and scores based on 7 sentiment lexica. The lsislif team (Hamdan et al., 
2015) was ranked 3rd (75.50%) and relied on a logistic regression model (Liblinear) with various fea-
tures: syntactic (e.g., unigrams, negation), semantic (Brown dictionary), sentiment (e.g., MPQA, Sen-
tiWordnet).  

The task was repeated in 2016 (Pontiki et al., 2016) providing participants the opportunity to im-
prove their results. In addition, in its third run the task went multilingual attracting 245 submissions 
from 29 teams. The use of the same annotation guidelines for domains addressed in different lan-
guages (English, Arabic, Chinese, Dutch, French, Russian, Spanish, and Turkish) enabled also the de-
velopment of cross-lingual or language-agnostic approaches. The best F-1 score in the restaurants 
domain was achieved again by the NLANGP team (Toh and Su, 2016) which improved its system 
with neural network features learnt from a Deep Convolutional Neural Network system. Deep learn-
ing models were used also by other teams NileTMRG (Khalil and El-Beltagy, 2016), bunji (Yanase et 
al., 2016), INSIGHT (Ruder et al., 2016), and UFAL (Tamchyna and Veselovská, 2016) achieving F-1 
scores ranging from 72.88% (Khalil and El-Beltagy, 2016) to 59.3% (Tamchyna and Veselovská, 2016). 
The best accuracy score in the restaurants domain was achieved by the XRCE team (Brun et al., 
2016) that combined Machine Learning methods (e.g. CRFs & Elastic Net regression models) with 
several features derived from robust syntactic/semantic parsing.  

Overall, the evaluation of the ABSA systems submitted in the context of the SemEval ABSA shared 
task (2014, 2015, 2016) indicates that Deep Neural Networks, SVM based algorithms (Wagner et al., 
2014; Kiritchenko et al., 2014; Brychcin et al., 2014; Brun et al., 2014) and CRF classifiers (Toh and 
Wang, 2014; De Clercq et al., 2015; Tho and Su, 2015; Hamdan et al., 2015) achieve state of the art 
results. Among the most effective features are those derived from sentiment polarity lexica and 
robust syntactic and semantic parsing. Moreover, in some cases the results indicate that the use of 
unlabeled data in addition to the provided annotated training data is beneficial.  
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