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Abstract-   Semantic similarity measures usage is prevalent in pervasive computing with the following 

aims: 1) to compare the components of an application; 2) to recommend and rank services by degree of 

relevance; 3) to identify services by matching the description of a query with the available services; 5) to 

compare the current context with already known contexts. The existing works that apply semantic 

similarity measures to pervasive computing focus on one particular issue. Furthermore, surveys in this 

domain are limited to the recommendation or discovery of context-aware services. In this article, we 

therefore present a survey of context-aware semantic similarity measures used in various areas of 

pervasive computing. 

 

Index terms: pervasive computing, semantic similarity, context-aware, service discovery, service 

recommendation   
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I. INTRODUCTION 

Similarity involves the assessment of intrinsic common characteristics between two or more 

concepts. A characteristic is intrinsic to an object when it defines the nature of the object itself 

and cannot be separated from it. In information systems in particular, similarity relates to the 

assessment of likeness in an analyzed date set in order to quantify these similarities in the interval 

[0,1]. As a result, it is possible to order and prioritize them or extract invariants. Generally, the 

similarity evaluation involves three types of data processing, namely classification, identification, 

and characterization (Bisson 2000). Classification aims to structure data in a heterogeneous group 

according to similarity, while identification endeavors to recognize the class to which an 

unknown object is likely to belong. Finally, the characterization process allows the explicit 

representation of information that is common to a set of data. 

Semantic similarity measures are referenced to the similarity measure based on human judgment. 

This latter notion was first introduced in the study of Ruinstein and Goodenough in 1965, in 

which two groups of 51 people evaluated the synonyms of 65 pairs of names. In 1991, Miller and 

Charles repeated the original experiments of Rubinstein and Goodenough using 30 pairs of 

names taken from the original list of 65: 10 pairs had a high level of synonymy, 10 an average 

level, and 10 a lower level (Saruladha et al. 2010). 

In pervasive computing, semantic similarity measures were implemented as a mechanism to 

properly adapt the applications and services between the user and environment. Semantic 

similarities measures in a pervasive computing system (PCS) are thus applied in order to select 

the modules of a context-aware application that are appropriate to the user’s current context, to 

choose the best advertised service by matching the user’s query to the available service 

description and classifying the selected services according to relevance, and finally, to identify 

the current context by comparing information collected from the environment with a set of 

predefined situations. 

a.  Dynamic adaptation of services in pervasive computing 

In pervasive computing, the adaptation of services is a dynamic process wherein services are 

offered reactively to a user in response to a change in context or proactively by predicting a 

change in context and reacting accordingly (Germán 2010). Several definitions are proposed in 
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the literature, although the most generic is given by Efstratiou (2004) who generalizes the 

concept of adaptation for mobile equipment and context-aware applications in a PCS by 

assuming that an application or system is adaptive when it changes its behavior in response to a 

change in context (this change occurs in either the context or equipment resources). Zouari 

(2011) recently defined the dynamic adaptation of a context-aware application according to its 

ability to change its behavior during the execution phase in line with fluctuations in the 

environment or changes in user requirements. 

Another approach has been adopted in other studies, such as that used by Simonin and Carbonell 

(2007), which categorizes the dynamic adaptation of services according to the purpose of 

adaptation, thus distinguishing two types of adaptation: adaptation to the user profile and to the 

environment. This approach requires the user context and environment to be sources of 

information for an appropriate adaptation of services. The following works, however, are more 

comprehensive in terms of services. For example, Nicklas et al. (2008) categorize the adaptation 

of context-aware applications into four classes: 1) the selection of information and services; 2) 

the presentation of information and services; 3) the automatic execution of a service for a user; 4) 

the marking of context with information for later retrieval. Benazzouz (2012) classifies the 

adaptation into three classes, notably the personalization, recommendation, and reconfiguration 

of services. According to this classification, the personalization of services is linked directly to 

the user’s preferences, deriving its contextual information from the user environment (e.g., 

ambient temperature, geographical location). Recommendation is a particular form of 

personalization that draws from user-stored preferences (history) to recommend the most 

adequate services. Finally, reconfiguration takes into account the system environment (e.g., 

releasing memory space for an application). Note that reconfiguration does not consider the 

user’s environment. 

In what follows, Section 2 of this survey discusses the concept of semantic similarity in general. 

Section 3 introduces the various applications of semantic similarities measures in the field of 

ubiquitous computing; semantic similarity measures are discussed between contexts, for the 

recommendation of services, in context-aware applications, and for the service discovery. 
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II. NOTION OF SEMANTIC SIMILARITY 

a. Introduction 

In pervasive computing, where the notion of context plays a very important role, the semantic 

similarity measure is a tool to evaluate the resemblance between instances of a context. It allows 

services to be chosen and classified according to their relevance to a given query, and a user’s 

profile and preferences to be compared to those of other users in order to recommend similar 

services. Finally, semantic similarity aims to evaluate the similarity between application 

components in order to propose the most relevant one in a current context. 

Harispe et al. (2013) classify semantic similarity measures according to the type of elements to be 

compared (i.e., words, sentences, paragraphs, and documents, concepts or groups of concepts, 

semantically related instances) and the semantic proxies used to extract the required semantics 

from the measure. In terms of the latter, the semantic proxies are of two types (Mihalcea et al. 

2006): corpus-based proxies in which the similarity between two concepts is determined based on 

the information extracted from a large corpora, and knowledge-based proxies in which the 

similarity between two concepts is evaluated using information derived from the semantic 

networks (e.g., ontologies, WordNet).  

b. Notion of distance and similarity 

b.i Distance 

Distance is associated with all quantifiable (scalar or vector) or measurable information that 

describes a context, such as temperature, noise, time, and geographical position (Lavirotte et al. 

2005). Thus, for a space E comprising contexts 𝐸1, 𝐸2, … . . 𝐸𝑛 as described by m-dimensional 

vector entities, X = (𝑥1, 𝑥2, … 𝑥𝑚), Y= (𝑦1, 𝑦2, … 𝑦𝑚) , ……. , the function d: E x E →ℝ+ 

associated with X and Y has the following properties:  

   

{
 
 

 
 𝑑 (𝑋, 𝑌) ≥ 0                                                                              

𝑑 (𝑋, 𝑌) = 0 
 
⇔𝑋 = 𝑌  (𝑠𝑒𝑝𝑎𝑟𝑎𝑡𝑖𝑜𝑛)                               

𝑑 (𝑋, 𝑌) = 𝑑(𝑌, 𝑋) (𝑠𝑦𝑚𝑒𝑡𝑟𝑦)                                              

𝑑 (𝑋, 𝑌) ≤ 𝑑(𝑋, 𝑌) + 𝑑(𝑌, 𝑍) (𝑡𝑟𝑖𝑎𝑛𝑔𝑢𝑙𝑎𝑟 𝑖𝑛𝑒𝑞𝑢𝑎𝑙𝑖𝑡𝑦)

  (1) 

This is known as the distance or dissimilarity. 
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b.ii  Similarity  

Definition: Semantic similarity measures are mathematical tools used to quantitatively or 

qualitatively estimate the robustness of semantic relations between units of language, concepts, or 

instances of concepts through a numeric or symbolic description obtained from a semantic 

support, such as a text or knowledge representation supporting its meaning or describing its 

nature (Harispe et al.  2013). 

The function s that defines semantic similarity must have the following properties: 

For a set of concepts in a domain X, the function s: X×X→ℝ+ is called “similarity” in X, if 

∀ 𝑥, 𝑦 ∈ 𝑋: 

{

𝑠(𝑥, 𝑦) = 𝑠(𝑦, 𝑥)   (𝑠𝑦𝑚𝑒𝑡𝑟𝑦)                                      

𝑠(𝑥, 𝑥) = 1    (𝑎 𝑐𝑜𝑛𝑐𝑒𝑝𝑡 𝑖𝑠 𝑠𝑖𝑚𝑖𝑙𝑎𝑟 𝑡𝑜 𝑖𝑡𝑠𝑒𝑙𝑓)      

𝑎𝑛𝑑   ∀ 𝑦 ∈ 𝑋 𝑎𝑛𝑑 𝑥 ≠ 𝑦 ∶ 𝑠(𝑥, 𝑥) ≥ 𝑠(𝑥, 𝑦)          

            (2) 

The transformations most frequently used to obtain the distance or dissimilarity d from similarity 

s bounded by 1 are as follows (Michel and Deza 2007): 

 

d=1-s, =
1−𝑠

𝑠
 , 𝑑 = √1 − 𝑠, 𝑑 = √2(1 − 𝑠2), 𝑑 = 𝑎𝑟𝑐𝑐𝑜𝑠 (𝑠), 𝑑 = −ln (𝑠) 

 

c.  Semantic similarity measures applied to ontologies 

With the advent of the internet and need for information and knowledge sharing on a semantic 

level, the use of ontologies has become necessary, and as a result, they have considerably 

developed. The advantages in adopting ontologies as a tool for knowledge representation in a 

PCS are summarized by Viterbo et al. (2008) as follows: 

(1) Ontologies are semantically richer than taxonomies or object-orientated models. 

(2) Knowledge is described through accurate representations. 

(3) Ontologies are formal; those in web ontology language (OWL-DL) map directly onto the 

DL (first-order logic). 

(4) Formal ontologies in OWL-DL can be verified or classified through inference 

mechanisms (e.g.,  RACER, FaCT): verification of the consistency, classification, and 

discovery of new information.  
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(5) Ontologies in OWL use XML/RDF syntax, which allows them to be automatically 

manipulated and understood by most internet resources. 

(6) Ontologies capture and represent knowledge in detail.  

(7) Ontologies can be used to reduce ambiguity by providing a model for sharing 

information.  

(8) Ontologies are modular, reusable, and independent of the application’s code.  

(9) Ontologies can be combined with the emerging rule-based languages like semantic web 

rule language. 

 

The similarity measures between ontologies occur on two levels—lexical and conceptual—which 

include concepts with semantic relationships (Maedche and Staab 2002). In the case of PCS, the 

semantic similarity measure must take context into account so that the results are relevant and up-

to-date. 

Ehrig et al. (2005) classify the “contextual” semantic similarity measures between ontologies and 

intra-ontologies into three layers (Figure 1). First, in the data layer (representation layer), 

similarity measures are only simple measures between the values of the entities (i.e., integers or 

characters). Second, in the ontology layer (layer of meaning), the similarity between two 

concepts is based on the ontological structure and semantic relations represented by the ontology. 

Third, in the context layer, the external factor of the measure is considered, namely the context in 

which the ontology develops. Note that the semantic similarity measures between concepts made 

through the comparison of their common characteristics are also an integral part of the data layer. 

For example, the concept jaguar (car) and jaguar (animal) are syntactically similar, but very 

different when described according to their characteristics: vehicle or wheels versus animal or 

feline. For this reason, the data layer is divided into syntactic and semantic similarities. 
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Figure 1. Layered model of semantic similarity measures between ontologies and intra-

ontologies (inspired by Ehrig et al. 2005) 

 

Recently, Sanchez et al. (2012) and Saruladha (2011) made the most developed semantic 

similarities measures to date (Table 1) based on the ontological representation of knowledge 

(ontology layer), especially in its taxonomic form. The measures are as follows: 

- Edge counting-based measures; 

- Informational content-based measures; 

- Feature-based measures; 

- Hybrid measures. 

Edge counting measures were first introduced by Rada et al. (1989). These apply to ontologies 

with relations between concepts of the taxonomic type (is-a). The basic idea of these measures is 

the fewer number of edges between two concepts, the more similar they are. The semantic 

similarity between two concepts, C1 and C2, in this case is given as:  

                     𝑑𝑖𝑠(𝐶1, 𝐶2) = min (𝑝𝑎𝑡ℎ(𝐶1, 𝐶2))                   (3) 

Wu and Palmer (1994) considered the depth of the ontology in the measure, because the more 

specific two concepts are (in the lower ontological levels), the more similar they will be, and vice 

versa. This measure is given as:  

                              𝑠𝑖𝑚(𝐶1, 𝐶2) =
2×𝑃

𝑁1+𝑁2+2×𝑃
                        (4) 

Where 𝑁1 is the number of (is-a) edges between the concept C1 and the least common subsumer 

(LCS) of (C1,C2), 𝑁2 is the number of (is-a) edges between the concept C2 and the LCS of 

(C1,C2), and 𝑃 is the number of edges (is-a) between the LCS and ontology root. 
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Several other measures were subsequently introduced by Leacock and Chodorow (1998) and Li 

et al. (2003), as the authors attempted to make adjustments for a particular aspect of Wu and 

Palmer’s measure. This type of measure is simple to implement, but it is limited to ontologies 

with taxonomic relations (is-a). Furthermore, it does not allow for the context and can give 

incorrect semantic similarity measures. 

Semantic similarity measures based on the informational content of the common notion 

underlying two concepts were first introduced by Resnik (1995). The informational content of a 

concept is its probability of occurring in a corpus such as WordNet: the higher the occurrence of 

the concept, the less the informational content. The informational content is given as:  

                                  𝐼𝐶(𝐶) = − log𝑃(𝐶)                         (5)              

Several other measures inspired by Resnik were subsequently proposed. For Lin (1998) and Jiang 

and Conrath (1997), for example, the informational content of the concepts C1 and C2 is 

considered when evaluating the shared information more accurately. 

Among the limitations of these measures is their dependence on the corpus, as the concepts may 

be sometimes ambiguous or even not present. They also give the same result for any pair of 

concepts with the same LCS (Sánchez et al. 2012). Their dependency on the design of the 

ontology and their lack of consideration for the context are also limitations.  

Finally, the semantic similarity measures based on the features of the concepts are based on 

Tversky’s model of similarity (1977), whereby two concepts are more similar if they have more 

common characteristics and less non-common characteristics.  

Let ∅(𝐶1) and ∅(𝐶2) be the characteristics of C1 and C2. ∅(𝐶1) ∩ ∅(𝐶2) are the shared 

characteristics of C1 and C2. ∅(𝐶1) | ∅(𝐶2), while the non-common characteristics of C1 and C2 

are ∅(𝐶2) | ∅(𝐶1). The semantic similarity between C1 and C2 is thus given as:  

 

𝑆𝑖𝑚(𝐶1, 𝐶2) = 𝛼. 𝐹(∅(𝑎) ∩ ∅(𝑏) − 𝛽. 𝐹(∅(𝐶1)|∅(𝐶2)) − 𝛾. 𝐹(∅(𝐶2)|∅(𝐶1)))   (6) 

 

Where F reflects the important characteristics of C1 and C2, and 𝛼, 𝛽, 𝛾 are the weighting 

parameters. Note that the characteristics depend on the context of their definition. 

The determination of the weighting parameters represents the major disadvantage of this type of 

semantic similarity measure. 
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Table 1: Semantic similarity measures inspired by Saruladha (2011), Gomaa et al. (2013),  

and Meng et al. (2013) 

 

 

 

 

1. 

Semantic similarity measures based on the 

ontological representation of knowledge 

Studies 
Specificity 

Inter-ontologies 

 

Path-based  Al Mubaid and Nguyen (2009) - Concept specificity, shortest path, concept depth, is-a relation 

Feature-based  Rodriguez and Egenhofer (2003) 
Three independent similarity assessments: 1) similarity of 
synonym sets, 2) a feature similarity 

3) types of semantic relations 

Intra-ontologies 

Path-based  

Rada et al. (1989) 

- Simple, is-a relation, number of edges in a taxonomy 

- Two pairs with the shortest path of equal length will have the    

  same similarity 
 

Hirst and St Onge (1998) 

- Relatedness measure with different semantic relations,   

  shortest path, automatic detection and correction of   

  malapropisms 

Bulskov (2002) 
- Is-a relation, path length, weighted paths, information   

  retrieval 

Depth-based  

Wu and Palmer (1994) 
-Simple, is-a relation, number of edges, taxonomy depth …… 

Sussna (1993) 

- Based on all possible links, weighted relations, measure   
  between two adjacent concepts 

- Sensitive to: 1) shortest path between concepts, 2) density of             

  concepts along this path, 3) shortest path from the root to the   
  LCS 

Leacock and Chodorow (1998) 

-Simple, Is-a relation,Similarity value using a logarithmic   

 function, -Shortest path in taxonomy, 
-Maximum depth….. 

Informational content-based measures 

(corpus-based) 

Resnik (1995) 
- Simple, is-a relation, information content in LCS  
- Coarse measure less likely to suffer from zero counts 

- Two pairs with the same LCS will have the same similarity 

Lin (1998) 
- Same as Resnik’s measure plus commonalities and distinct        

   features of a concept considered  

Jiang and Conrath (1997) 
- Is-a relation, shortest path and edges weighted by IC in a   

   taxonomy 

Hybrid measures 
Li et al. (2003) -Simple, shortest path, depth of LCS, local semantic density of   

 concepts, multiple corpora used 

Feature-based measures 

Tversky (1977) 
- Features common and distinct between concepts,   

  aymmetrical measure, computational complexity 

Pirró Measure (2010) 

- Common features among concepts and different features   

  among concepts, defined in terms of information theoretic   
  domain, corpus independent 

2. 

Corpus-based semantic text similarities 

 

HAL (Hyperspace Analogue to 

Language) (1995) 

- Co-occurrence of words in a corpus (matrix of words    
  appearing next to each other, similarity by cosine of vectors) 

- Only information found in the corpus used 

- No human bias or influence 

LSA (Latent Semantic Analysis) (1997) 

- Use of singular value decomposition (SVD), method for  

  dimensionality reduction, information retrieval and pattern   

  recognition 
- Solves polysemy, synonymy, and term dependence 

- Low efficiency and high data storage 

DISCO (Extracting DIStributionally 

similar words using CO-occurrences) 

(2009) 

- Distributional similarity 

- Words with similar meaning occur in similar context 
- Use a context window of size ±3 words for counting co- 

   occurrences 

3. 

Logic-based representation of semantic 

measures 

 

D’Amato (2007), D’Amato et al. (2009) - Similarity value between objects is the result of the common  

  and different features 

- Similarity between individuals and between a concept  
  description and an individual 

- Clustering and retrieval on DL knowledge bases 

- Weakness in cases involving individuals 
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III. APPLICATION OF SEMANTIC SIMILARITY IN PERVASIVE COMPUTING  

In a typical PCS, a context-aware application interacts with the physical environment and the 

user’s system in order to provide appropriate services. This interaction may be a response to the 

user’s request for a specific service or to the current context information with the aim of 

providing services that are relevant to the user. In such an environment, semantic similarity 

measures have been applied at several levels (Figure 2): the comparison of an application’s 

components with respect to their appropriateness in a current context; the recommendation of 

services and collaborative filtering when comparing the preferences of multiple users with the 

ranking of services according to their relevance during the recommendation process; service 

discovery by the matching the description of a request with available services; lastly, the 

comparison of the current context with already known contexts or the detection of current 

situations. These applications are detailed in the forthcoming sections. 

 

Services Context/SituationApplications

Semantic similarity applied in a 

pervasive computing environment 

Service 

recommendation 

Components 

matching

Context/

Situation 

matching

Service discovery 

- Euclidean distance

- Features based

  (Pirró, G., et al., 2010)

 - Jiwei Zhong et al. 2002

- Rada et al., 1989

- TFIDF 

-Pearson Correlation coeficient

- Cosine measure 

- TF-IDF 

- k-Nearest Neighbors NN

-Hierarchical-graph-based similarity

 measurement (HGSM). 

- Features based

-Rada et al., 1989

-Feature based 

-Li et al. (2003)

-Subsumption relation

 in an ontology

DL

 based

Ontologies 

based 

 

- DL algorithm of 

   Gonzalez-Castillo

   et al. (2001)

- DL algorithm of 

   Gonzalez-Castillo

   et al. (2001)

Figure 2. Application of semantic similarity measures in pervasive computing systems 

 

a.  Semantic similarity measures and context 

The definition of context according to Petit (2005) along with the majority of researchers is based 

on the four following axes:  
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(1) There is no context without context: the concept of context must be defined in terms of a 

purpose. For example, the aim may be to adapt the interactive capabilities of a system 

dynamically. 

(2) Context is an information space that serves the interpretation: context capture is not an 

end in itself, but captured data must serve an objective. 

(3) Context is an information space shared by several actors: the user and the system. 

(4) Context is an infinite and dynamic space of information: context is not permanently fixed, 

but is constructed over time. 

The following definitions of context should be in accordance with the aforementioned axes. First, 

Brezillon et al. (1999) defined two concepts relating to context: 1) the set of contextual 

knowledge (e.g., time, location) to be used in a decision problem, which is latent and cannot be 

used without an emergent objective; 2) the context as the product of the emergent objective or 

intention that uses a large part of contextual knowledge. 

In 1994, Schilit and Adams categorized context according to six areas. The first three relate to the 

human factor: user information (e.g., clothes, biophysical conditions), social environment (e.g., 

proximity to other people), and user tasks (e.g., active user tasks). The other three areas concern 

the physical environment: location, infrastructure (e.g., resources, communication), and physical 

conditions (e.g., noise, brightness, weather conditions).  

The definition of Dey et al. (2001) is the most cited: “context is any information that can be used 

to characterize the situation of an entity. An entity is a person, or object that is considered 

relevant to the interaction between a user and an application, including the user and the 

application themselves” (p. 5). This definition is evidently similar to Schilit’s because context is 

defined as a set of information collected from the user environment (person), physical 

environment (physical object), or system environment, with the objective of collection being the 

characterization of these environments.  

Given the preceding definitions, we may say that context is definitely a set of information 

characterizing an environment, whether the user, physical, or system environment, and that the 

collection of this information must serve for an objective.  



Djamel Guessoum, Moeiz Miraoui, and Chakib Tadj, SURVEY OF SEMANTIC SIMILARITY MEASURES IN PERVASIVE COMPUTING 

 

136 

 

a.i  Impact of context  

Keßler (2007) defines context relative to the similarity measure in the following terms: “A 

similarity measurement’s context is any information that helps to specify the similarity of two 

entities more precisely concerning the current situation. This information must be represented in 

the same way as the knowledge base under consideration, and it must be capturable at 

maintainable cost” (p. 4). This definition gives rise to the following questions regarding the 

choice of contextual information to be included in the similarity measure between two concepts: 

(1) Impact: does the chosen contextual information improve the accuracy of the semantic 

similarity? 

(2) Representation: can this contextual information be represented in the knowledge base? 

(3) Acquisition: can this contextual information be acquired at a reasonable cost? 

Formally, for a contextual information cn of a context C to be considered in a calculation of 

semantic similarity between contexts, its impact should be calculated by measuring the semantic 

similarity that includes and excludes this information. The impact must be greater than a 

minimum threshold 𝛿: 

 

𝐼𝑚𝑝(𝑐𝑛) =
∑|𝑠𝑖𝑚(𝐶𝑛∈𝑐)

(𝑎,𝑏)−𝑠𝑖𝑚(𝐶𝑛∉𝑐)
(𝑎,𝑏)|

|𝐶|
                   (7) 

Where 𝐶 = {𝑐|𝑖𝑚𝑝(𝑐) > 𝛿} is the final context including all relevant contextual information. 

Most semantic similarity measures are between concepts without taking account of the context of 

the measure, which sometimes leads to implausible results. “Tablet” and “smart phone” are two 

similar concepts in terms of “information processing,” but completely different in terms of 

“telephony.” The limiting factor according to Janowicz (2008) in the collection of contextual 

information does not concern how much information can be collected, but rather whether this 

information can be incorporated into the similarity measure (e.g., through weights) and whether it 

plays a significant role (i.e., an impact on the result of the similarity measurement). 

In pervasive computing, the introduction of context has improved existing semantic similarity 

measures by introducing weights to the characteristics and semantic links. Furthermore, it has 

facilitated the application of semantic similarity measures in the calculation of contextual 

similarities between situations, contexts, concepts, or instances of concepts. 
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a.ii  Semantic similarity between contexts 

In a PCS, the services provided to a user relate to the user context (environmental, system-based). 

The identification of context is thus an essential task. The question that arises is therefore, “What 

services must an intelligent device in a PCS provide to a user when the current context is 

identified?” The identification of the current context is defined by the contextual information 

related to the triggering of a service as well as a situation or “current context” in the set of current 

contextual information, similar to a known situation or context (Benazzouz 2012), with each 

identified situation being linked to one or more of the services to be provided. This identification 

forms the basis of the rule-based adaptation mechanism, which is a set of conditional rules with 

the form: if (contextual information I) then (service S).  

A situation is “a snapshot of the environment at a given point in time” (Ramparany et al. 2011). 

Identifying a situation is based on data mining techniques. Once identified, semantic similarity 

measures are applied in order to compare it with situations with known services. In Dietze et al. 

(2008), semantic similarity is measured against the Euclidean distance between the contextual 

data vectored in mobile situation spaces. Gicquel (2012) modeled the spatio-temporal context of 

a museum visitor in an ontological form, with the semantic similarity measures being used to 

recommend artwork similar to the interests of the user by comparing the properties of two 

concepts in the knowledge base. The similarity measure is a modified version of the similarity 

proposed by Pirró and Euzenat (2010), which combines the similarity calculation based on 

Tversky’s model with that of informational content.  

Benazzouz (2012) and Ramparany et al. (2011) applied semantic similarity measures to group 

data and “pure” contexts in order to build relevant situations for the adaptation of services 

declared within the ontology of context. First, syntactical and conceptual (semantic) similarity 

measures between contextual data are applied based on the measures of Zhong et al. (2002) and 

Rada et al. (1989). Second, conceptual and relational similarity measures between “pure” 

contexts are used based on the quantification of information common to two graphs and on the 

statistical technique known as TF-IDF (term frequency–inverse document frequency).  

Ontological representation is also used to model a set of situations that occur frequently, such as 

the locations “at home” or “at work.” Semantic similarities are made between contextual 

variables representing the current situation and the “frequent” situations, while the services 

provided are a set of appropriate notifications (Meissen et al. 2005).  
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A similar approach was proposed by Kirsch-Pinheiro et al. (2006) for the adaptation of content 

found in an intelligent device with a PCS. The authors used semantic similarity measures to 

assess the degree of matching between the predefined profiles of situations and the current 

context of the user with the aim of prioritizing them. Using a graph-modeled context, it estimates 

the proportion of elements in the graph defined by the user’s current context, with the graphical 

elements defined by each user profile. This measure is determined as follows: 

                        𝑠𝑖𝑚(𝐶𝑢, 𝐶𝑝) = 𝑥,    𝑥 ∈ [0,1]  

With: {

𝑥 = 1  𝑖𝑓 𝑒𝑎𝑐ℎ 𝑒𝑙𝑒𝑚𝑒𝑛𝑡 𝑜𝑓 𝐶𝑢 has an equal element in 𝐶𝑝 

𝐸𝑙𝑠𝑒

𝑥 =
|𝑋|

|𝐶𝑢|
 𝑤𝑖𝑡ℎ      𝑋 = {𝑥|𝑥 𝑒𝑞𝑢𝑎𝑙 𝑡𝑜 𝑦, 𝑥 ∈ 𝐶𝑢, 𝑦 ∈ 𝐶𝑝}          

   (8) 

Semantic similarities between contexts in a PCS are thus based on the collection of one or several 

elements of contextual data that are relevant to one or several services. The description and 

semantic relations of these services are described in an ontological form, thus allowing the 

application of known semantic similarity measures. 

b.  Recommendation of services in a PCS 

In a PCS, the recommendation of services must consider the context as well as the user’s 

preferences (Figure 3). The context and user preferences can be used to limit the number of 

recommended services or rank them according to their relevance to the user (Van Setten et al. 

2004), while the contextual information can also serve to reduce the issue of limited data (Liu et 

al. 2010 ). 

Formally, if 𝐶 is a set of users, S a set of products (services) to be recommended (e.g., books, 

movies), and u the utility function represented by the rating of how much a user c has appreciated 

the service s, then the measure of the relevancy of a product or service s ∈ S to the user c ∈ C is 

u: C × S → R, where R is a bounded set of integers or reals. For each user c ∈ C, we want to 

select the product or service s′  ∈ S that maximizes the utility function, where ∀ c ∈ C, s′c =

arg maxs∈Su(c, s).  

The most popular types of service recommendations found in the literature are the following: 

(1) Collaborative filtering: The user’s ratings of a product/service are collected, and services 

recommended to the user based on the ratings of other similar users. The two most 
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popular approaches for measuring similarities between users are those of Adomavicius 

and Tuzhilin (2005) and Liu et al. (2010), notably the correlation and cosine approaches, 

defined as follows: 

- The correlation approach uses the Pearson correlation coefficient:  

𝑠𝑖𝑚(𝑥, 𝑦) =
∑ (𝑟𝑥,𝑠−𝑟𝑥)(𝑟𝑦,𝑠−𝑟𝑦)𝑠∈𝑆𝑥𝑦

∑ (𝑟𝑥,𝑠−𝑟𝑥)2𝑠∈𝑆𝑥𝑦 .∑ (𝑟𝑦,𝑠−𝑟𝑦)2𝑠∈𝑆𝑥𝑦

           (9) 

Where x, y are two users rating the same services, Sxy is the set of services rated by 

users x and y, (rx,s, ry,s) are the ratings of service s by the users x and y, and ( rx, ry ) are 

the average ratings of x and y. 

- The cosine approach considers users as a set of vectors in a space with the dimension of 

the set of services Sxy: 

𝑠𝑖𝑚(𝑥, 𝑦) = cos(�⃗�, �⃗�) =
�⃗�.�⃗⃗�

‖�⃗�‖2×‖�⃗⃗�‖2
=

∑ 𝑟𝑥,𝑠𝑟𝑦,𝑠𝑠∈𝑆𝑥𝑦

√∑ 𝑟2𝑥,𝑠.𝑠∈𝑆𝑥𝑦 √∑ 𝑟2𝑦,𝑠𝑠∈𝑆𝑥𝑦

        (10) 

Where x⃗⃗. y⃗⃗ is the dot product between vectors x⃗⃗ and y⃗⃗. 

 

(2) Content filtering: The services are recommended to a user based on their description and 

the user profile and preferences (Adomavicius and Tuzhilin 2005; Henricksen et al. 2006; 

Sharma and Gera 2013). The utility function is represented by: 

𝑢(𝑐, 𝑠) = cos(𝑤𝑐⃗⃗ ⃗⃗ ⃗, 𝑤𝑠⃗⃗ ⃗⃗⃗) =
∑ 𝑤𝑖,𝑐.
𝐾
𝑖 𝑤𝑖,𝑠

√∑ 𝑤2𝑖,𝑐
𝐾
𝑖=1 .√∑ 𝑤2𝑖,𝑠

𝐾
𝑖=1  

                      (11) 

 

Where  wc⃗⃗⃗⃗⃗⃗  and ws⃗⃗⃗⃗⃗⃗  are the TF-IDF vectors of the keyword weights (keyword describing the 

content of an item), u(c, s) is the utility function, and K is the total number of keywords in the 

system. 

Case-based reasoning (CBR) is another technique used in context-aware systems for the 

recommendation of services (Lee and Lee 2007) in which the similarity function used to find in 

past cases similar to the current case (context) is based on the algorithm of the k-nearest 

neighbors: 

𝑠𝑖𝑚(𝑁, 𝐶)
∑ 𝑓(𝑁𝑖,𝐶𝑖)×𝑊𝑖
𝑛
𝑖=1

∑ 𝑊𝑖
𝑛
𝑖=1

                                        (12) 
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Where Ni is the value of characteristic i of the new case, Ci is the value of characteristic i of the 

old case, n is the number of characteristics, f(Ni, Ci) is the distance function between Ni and Ci, 

and Wi is the weight of characteristic i.  

 

 

User profile

(Preferences)

User history

Preferences of 

similar users 

Service

recommendation 

system

Context-aware 

service 

recommendation 

systemUser context

Services

  

Figure 3. Service recommendation systems and context-aware service recommendation systems  

b.i  Context-aware services  

The use of contextual information in the service recommendation process in a PCS is achieved in 

two ways according to Adomavicius et al. (2011): recommendations through context-driven 

querying and searches (including the current user context) and through contextual preference 

elicitation and estimation (techniques that model and learn user preferences using collaborative 

filtering, content filtering, or various intelligent data analysis techniques). In recommendations 

through the incorporation of contextual information, the context for the selection of a service in 

the past is the central element on which the present recommendation in a current context is based.  

With the context-aware collaborative filtering technique, several studies employ the Pearson 

correlation coefficient (Table 2, Section a) to introduce the contextual information relevant to the 

selection of services by multiple users in different contexts. Chen (2005) used this coefficient to 

measure the similarity between two sets of contextual information (Table 2, Section b) based on 

the assumption that if user preferences for a product do not differ in different contexts, then the 

ratings given in one particular context should apply to another context. Thus, if the ratings of a 

product are similar in two different contexts, then these two values are relevant to one another.  
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A similar approach is adopted by Chang and Song (2012), where the spatio-temporal similarity 

of the user’s service ratings is evaluated by the Pearson correlation coefficient (Table 2, Section 

c). The assumption is that two users are more similar when they choose the same co-located 

services at the same time. Furthermore, Li et al. (2008) assumed that the more two users have a 

common location history, the more they share common interests and preferences. The proposed 

similarity is thus a hierarchical-graph-based similarity measurement (HGSM). 

The above approaches are a set of assumptions based on the spatio-temporal context in a user’s 

history. In the best cases, this choice can be used as the final step to evaluate and choose between 

two or more selected services. 

The ontological representation of services as well as contextual information is largely used for 

the measurement of semantic similarities in the recommendation of services. In García-Crespo et 

al. (2009), the services described by an ontology are recommended based on the user’s 

preferences and history, with a defined threshold that decides the relevance of the recommended 

service; the context is represented by the actual location of the user. The semantic similarity 

algorithms used are thus based on characteristics (e.g., Paolucci et al. 2002). These ontologies 

are also found in McGovern (2013) to describe the occupation, interests, and so forth of user m, 

where the semantic similarity measures are calculated between attributes of the same type (e.g., 

food, occupation) and each attribute is described by a more specific taxonomy that facilitates the 

calculation of similarity. As a result, a developer can design a richer application for a number of 

similar users. 
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Table 2:  Semantic similarity measures applied to service recommendations 

 

Semantic similarity in recommendation 

systems 
Semantic similarity type Studies 

Similarity between contexts 

- Concept abduction (Liu et al.) 

- Feature-based semantic similarity measures (García-  

  Crespo et al.) 

- Semantic similarity and scalar distance (according to the   

  context definition)  

- Liu et al. (2010) 

- García-Crespo et al. (2009) 

Case-based reasoning  

(Similarity between cases/contexts) 
k-nearest neighbors 𝑠𝑖𝑚(𝑁, 𝐶) =

∑ 𝑓(𝑁𝑖,𝐶𝑖)×𝑊𝑖
𝑛
𝑖=1

∑ 𝑊𝑖
𝑛
𝑖=1

 -Lee and Lee (2007) 

Collaborative filtering 

(similarity between users) 
 

- Pearson coefficient of correlation: 

 𝑠𝑖𝑚(𝑥, 𝑦) =
∑ (𝑟𝑥,𝑠−𝑟𝑥)(𝑟𝑦,𝑠−𝑟𝑦)𝑠∈𝑆𝑥𝑦

√∑ (𝑟𝑥,𝑠−𝑟𝑥)
2

𝑠∈𝑆𝑥𝑦 .∑ (𝑟𝑦,𝑠−𝑟𝑦)
2

𝑠∈𝑆𝑥𝑦

 

- Cosine method:  

𝑠𝑖𝑚(𝑥, 𝑦) = cos(�⃗�, �⃗�) =
∑ 𝑟𝑥,𝑠 . 𝑟𝑦,𝑠𝑠∈𝑆𝑥𝑦

√∑ 𝑟2𝑥,𝑠𝑠∈𝑆𝑥𝑦 . √∑ 𝑟2𝑦,𝑠𝑠∈𝑆𝑥𝑦

 

- Euclidean distance between users who have rated the   

  same product: 

𝑠𝑖𝑚(𝑢, 𝑢′) =
1

1 + √∑ (𝑟𝑗 − 𝑟′𝑗)
2𝑛

𝑗=0

 

- Adomavicius   

  and  Tuzhilin   

  (2005)  

- Liu et al. (2010) 

Section a 

Collaborative filtering 

(context-aware) 
 

- Pearson coefficient of correlation :(contextual relevance): 

𝑅𝑒𝑙𝑡(𝑥, 𝑦, 𝑖)
∗ =

∑ (𝑟𝑢,𝑖,𝑥𝑡 − 𝑟𝑖). (𝑟𝑢,𝑖,𝑦𝑡 − 𝑟𝑖)
𝑛
𝑢=1

𝜎𝑥𝑡 . 𝜎𝑦𝑡
 

- Chen (2005)  

Section b 

 

- Pearson coefficient of correlation (spatio-temporal   

  similarity): 

𝑠𝑖𝑚(𝑥, 𝑦)∗∗ =
∑ (𝑇𝑥,𝑠 − 𝑇𝑥). (𝑇𝑦,𝑠 − 𝑇𝑦)𝑠∈𝑆𝑥𝑦

√∑ (𝑇𝑥,𝑠 − 𝑇𝑥)
2.𝑠∈𝑆𝑥𝑦
∑ (𝑇𝑦,𝑠 − 𝑇𝑦)

2
𝑠∈𝑆𝑥𝑦

 

 

- Chang and Song   

  (2012) 
Section c 

 

Content-based measures 

Cosine between keyword vectors : 

𝑢(𝑐, 𝑠) = cos (�⃗⃗⃗�𝑐 , �⃗⃗⃗�𝑠) =
�⃗⃗⃗�𝑐 . �⃗⃗⃗�𝑠

‖�⃗⃗⃗�𝑐‖2 × ‖�⃗⃗⃗�𝑠‖2
) 

Adomavicius and Tuzhilin 

(2005) 

 

Relt(x, y, i)
∗  is the relevancy of ratings for a product i between two contextual variables x and y 

(of the same type) and is equivalent to their semantic similarity. 𝑟𝑢,𝑖,𝑥𝑡 is the rating of a user u for a 

product i in a context x. 

𝑠𝑖𝑚(𝑥, 𝑦)∗∗,  𝑆𝑥𝑦 are the co-located services accessed by users x and y, 𝑇𝑥,𝑠 and 𝑇𝑦,𝑠 respectively 

denote users x and y accessing service s, and Tx and Ty respectively denote the mean value of 

time wehn users x and y access service s. 
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c.  Semantic similarity measures and applications 

In a PCS, applications must be sensitive to their execution context, which can be any element that 

influences the behavior of the application (Capra et al. 2001). To provide the functionalities 

expected by the user along with the desired quality, applications must therefore be able to reason 

about changes in context and reconfigure their behavior to meet well-defined objectives 

(Kakousis et al. 2010). Dalmau et al. (2009) categorize these adaptation objectives as the 

adaptation of data, services, and presentation. The first type of adaptation relates to the provision 

of complete and formatted information based on raw data. The adaptation of services concerns 

the architecture of the application (Figure 4), while that of presentation relates to the interfacing 

between the user and the equipment.  

 

Context management

Contextual information acquisition

Application adaptation

 

 

Figure 4. Context-aware applications architecture (Dalmau et al. 2009) 
 

The semantic similarity between components of an application is defined as follows: two 

components are similar if the substitution of one by the other allows the user to do the same task. 

For example, a PowerPoint slide is similar to an Acrobat slide because both allow the 

presentation of texts and pictures. Ranganathan et al. (2005) applied this definition to measure the 

semantic similarity between components of an application by changing its architecture.  

Ontologies are used to describe the semantic properties of an application’s components (its 

function, applicable hardware, readable data formats, etc.). The semantic similarity measure uses 

the DL algorithm of Gonzalez-Castillo et al. (2001), and it is defined by the relative location of 

the components in the domain ontology, in which the two concepts C1 and C2 are similar to a 

certain level: 
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- C1 is equivalent to C2, with a similarity level of 0; 

- C1 is a sub-concept of C2, with a similarity level of 1; 

- C1 is a super-concept of C2 with a satisfiable intersection with C2, or C1 is a sub-concept 

of a super-concept of C2 with a satisfiable intersection with C2; the similarity level is 2+i, 

where i is the number of nodes on the path in the ontology hierarchy from C2 to the 

relevant super-concept of C2. 

Preuveneers et al. (2009) adopted the same approach based on the modular architecture of a 

context-aware application for measuring the semantic similarity between components. The 

authors used the semantic similarity measure of Kirsch-Pinheiro et al. (2006) for content 

adaptation by having defined user profiles that contain information characterizing the user’s 

context and a set of filtering rules when matching with user’s current context to provide the 

proper content to the user. 

d.  Service discovery 

Service discovery in a PCS is the process of locating the appropriate services to meet the needs of 

the entity making the request (person or device) (Huaglory Tianfield 2011; Yau et al. 2006). This 

process is characterized by the following phases: service query, matching, and delivery of the 

most appropriate service (Broens et al. 2004; Thompson 2006). The context in service discovery 

in a PCS is defined in Doulkeridis et al. (2006) by “the implicit information related both to the 

requesting user and service provider that can affect the usefulness of the returned results” (p. 4). 

This information is used by Yau et al. (2006) in order to: 

 

(1) Expand the service requests to provide more relevant information that is not explicitly 

specified by users; 

(2) Describe users’ preferences to different services; 

(3) Further categorize services to retrieve better results; 

(4) Define the policies to provide services among service providers; 

(5) Infer the service semantics based on service descriptions in the matchmaking phase in 

service discovery. 
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Finally, the information can improve the two evaluation factors “precision” and “recall” of the 

semantic similarity measures as well as the relevancy of services provided in a PCS (Klein and 

Bernstein 2004; Yau 2006). The two factors are defined as follows: 

Recall =  Number of relevant services retrieved in a service discovery / Total number 

of relevant services available 

 

Precision = Number of relevant services retrieved in a service discovery /Total number 

of services identified 

 

The semantic similarity measures involving the context used in the service discovery are applied 

in the phases shown in Figure 5 below:  

 

Service description

(Semantic similarity)

-Query vs service 

description

Service 

dissemination

Service selection

(Semantic similarity)

- Service classification

Service discovery in a 

PCS

 

 

Figure 5. Service discovery in a PCS and semantic similarity measures 

 

The semantic similarity between the query and service depends on their representation, which is 

either an ontological representation or expressed in DL language. For the ontological 

representation of queries and services, a common ontology to describe both the queries and 

services is required in order to implement measures such as edge counting (Aydoğan and Yolum 

2007; Ge and Qui 2008; Rada et al. 1989). Moon et al. (2008) used  

WordNet as the ontology to find the synonym of a DTD expressed in XML. The subsumption 

relation in a common ontology (Bandara et al. 2007) is the tool used for measuring the semantic 

similarity between the symbolic attributes of the query and the available services. The semantics 

of each attribute of the query and services, as described by an ontology with “is-a” and “part-of” 



Djamel Guessoum, Moeiz Miraoui, and Chakib Tadj, SURVEY OF SEMANTIC SIMILARITY MEASURES IN PERVASIVE COMPUTING 

 

146 

 

relations, is shared by all nodes of the PCS (Kang et al. 2007). The semantic similarity measure 

between attributes is thus given as follows:  

 

 

𝑆𝑖𝑚(𝑐1, 𝑐2) = {𝑒
−𝑎𝑙.

𝑒𝛽ℎ−𝑒−𝛽ℎ

𝑒𝛽ℎ+𝑒−𝛽ℎ
     𝑠𝑖 𝑐1≠𝑐2

1            𝐸𝑙𝑠𝑒
                   (13) 

 

 

Where l is the shortest path between the concepts c1 and c2, h is the level of LCS in the ontology, 

and α≥0 and β≥0 are two scaling parameters for the contribution of l and h.  

Finally, a graphical approach based on Tversky’s semantic similarity measure is introduced in 

Ganter and Stumme (2002), where a service is more relevant if it has more contextual attributes 

(user preferences) in common with the query R. These ontology-based measures always depend 

on the structure of the ontology, which may change from one designer to another, and as a result, 

they are not always consistent. 

For the description of the query R and available services O as expressed in DL, the matchmaking 

in this case is categorized according to the five categories listed below (Gonzalez-Castillo et al. 

2001; Ruta et al. 2012): 

(1) Exact: all features requested in R are exactly the same as those provided by O and vice 

versa. 

(2) Full-subsumption: All features requested in R are contained in O. 

(3) Plug-in: All features offered in O are contained in R. 

(4) Potential-intersection: An intersection exists between the features offered in O and those 

requested in R. 

(5) Partial-disjoint: Some features requested in R are in conflict with some of those offered 

in O. 

For the classification of the identified services, semantic similarity measures are used to limit the 

number of services identified in accordance with their degree of relevance. The context is an 

element used in this classification. Ruta et al. (2012) represent context through the geographic 

proximity of the query to the service provider. This aims to classify services in terms of their 

functional and non-functional properties (e.g., context, quality of service) and according to the 

four levels of matching as defined by Paolucci et al. (2002). The current contextual information 

and services enriched with contextual information (e.g., age, location) both being described by 
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ontologies, are compared node by node (Kirsch-Pinheiro et al. 2008). The semantic similarity 

measure thus depends on the shared proportion of nodes and arcs between the two graphs: 

𝑆𝑖𝑚𝑙(𝐸𝑖, 𝐸𝑗) =
𝑆𝑖𝑚𝑙(𝑙𝑖,𝑙𝑗)+∑ 𝑆𝑖𝑚𝑙(𝐶𝐸𝑖,𝐶𝐸𝑗)

𝑝
1

(𝑝+1)
                       (14) 

Where li, lj are the edge labels and CEi, CEj are the edge extremities. 

The contextual information (attribute-value) described by Broens et al. (2004) is the final phase 

in the matching process between a query R and service description S in order to classify the 

results of the previous phases. The process of matching is achieved by step-by-step filtering. 

During each step, a property of the service (service type, input, output, contextual attribute, etc.) 

that is present in the query but not present in service is used to eliminate the services not relevant 

to the query.  
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Table 3: Table summarizing the studies on semantic similarities in pervasive computing 

 

 Studies Measure 

support  

Type of similarity 

 

Specificities Contextual elements 

Semantic 

similarity 

between  

contexts 

Gicquel  

(2012) 

Ontology Pirró and Euzenat  

(2010) 

User interactions 

contextualized according to 

the user profile and physical 

location 

- User Profile  

- Physical location  

Wen’an Zhou 

(2012) 

Spatio-temporal 

data 

Pearson coefficient Increases the ratio of user 

satisfaction 

- Space-time 

Benazzouz 

(2012) 

Ontology Jiwei Zhong (2002) 

Rada et al. (1989) 

Method is able to detect 

recurring patterns and 

improve the efficiency of 

context-aware services 

- Current context 

Hartmann et al. 

(2008) 

Ontology Wordnet, 

Wikipedia, 

Wiktionary, c-

vector 

String-based measures have 

higher performance than 

semantic ones 

- Current context 

Dietze et al. 

(2008) 

Vectorized data Euclidean distance Context-adaptation across 

distinct mobile situations 

-Technical environment 

- User objectives 

-Current location 

Kirsch-Pinheiro 

et al. (2006) 

Graph Common elements Analyzes the user’s current 

context and selects from 

among the user’s predefined 

profiles 

-User profile 

  

Meissen et al. 

(2005) 

Ontology/taxono

my 

Subsumes path 

within the 

dimensions 

Delivers relevant 

information at the right time 

to mobile users 

-Space-time 

-Current context 

Semantic 

similarity  

applied to the 

recommendation 

 of services 

McGovern  

(2013) 

Ontology/taxono

my 

Comparison 

between the 

taxonomies of 

same-type 

attributes  

Determines if a given group 

of users have a quantitative 

similarity determinant 

- User proximity 

- Occupation 

- Food 

-Interests 

Chang and Song 

(2012) 

Spatio-temporal 

data  

Pearson coefficient Adaptation based on user-to-

object, space-time 

interaction patterns 

- Space-time 

Liu et al. 

(2010) 

Ontology/DL Concept abduction, 

scalar measure 

Multi-context and multi-

criteria service 

recommendations based on 

collaborative filtering 

- Current context 

- user preferences 

García-Crespo et 

al. (2009) 

Ontology Features of  

Paolucci et 

al.(2002) 

Fusion of context-aware 

pervasive systems, GIS 

systems, social networks, 

and semantics 

- GIS 

- Social networks 

Li et al.  

(2008) 

User location Hierarchical-graph-

based similarity 

measurement 

(HGSM). 

Geographically mines the 

similarity between users 

based on their location 

histories 

- Location 

Lee and Lee  

(2007) 

Features k-nearest neighbors Context-aware music 

recommendation system 

using case-based reasoning 

- User profile  

  (Listening history) 

- Current context 

Chen 

(2005) 

Hierarchical 

structure within 

each context type 

Pearson coefficient  System to predict a user’s 

preference based on past 

experiences of like-minded 

users 

- Current context 

Van Setten et al. 

(2004) 

Context ontology 

and domain-

specific rules 

CBR Similarity 

functions 

Recommendation system 

(COMPASS) 

- Current context  

- Space-time 

- User interests 
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Semantic 

similarity 

applied to 

applications 

Ranganathan et 

al.(2005) 

Ontology/DL Gonzalez-Castillo 

et al. (2001) 

Allows mobile, ubiquitous 

applications to be adaptive, 

self-configuring, and self-

repairing (built on top of 

GAIA) 

- User location 

- Device location  

- Whether device   

  already has   

  applications running  

- Neighborhood 

- Current activity 

Preuveneers et al. 

(2009) 

Graph Kirsch-Pinheiro et 

al. (2006) 

Addresses context in large-

scale networks and context-

aware redeployment of 

running applications in a 

distributed setting 

- Current context 

- Location 

- Identifying attribute of   

  the device 

Semantic 

similarity 

applied to 

service 

discovery 

Aydoğan and 

Yolum (2007) 

Ontology RP similarity 

(modified Rada et 

al. 1989) 

Incremental learning 

architecture in which both 

consumers and producers 

use a shared ontology to 

negotiate a service 

- User preferences 

Bandara et al. 

(2007) 

Ontology Subsumption 

relation, features 

(Tversky), scalar 

measure 

Ranking mechanism to order 

available services according 

to their suitability 

- User preferences and  

  interests 

Kang et al.  

(2007) 

Ontology Li et al. (2003)  Service clustering supports 

scalable semantic queries 

with low communication 

overheads and balanced load 

distribution among resolvers 

- User preferences 

Ruta et al.  

(2012) 

Ontology/DL Logic based Ranks identified resources 

based on a combination of 

their semantic similarity 

with respect to the user 

request and their 

geographical distance from 

the user itself (example of 

tourism) 

- Query and service 

provider geographical 

proximity 

Mokhtar et al. 

(2007) 

Ontology/ 

EASY-L 

Paolucci Supports efficient, semantic, 

context-aware service and 

quality-of-service aware 

identification in addition to 

the existing SDPs (Ariadne) 

Framework: EASY 

- Current context 

- User profile 

Kirsch-Pinheiro 

et al.(2008) 

Ontology/graph Local similarity 

measures between 

concepts and global 

measures between 

graphs 

Music PROJECT- 

A graph-based algorithm for 

matching contextual service 

descriptions using similarity 

measures and allowing 

inexact matches 

- Current context 

- Space-time 

Broens et al. 

(2004) 

Ontology Li and Horrocks 

(2004), clustering 

Uses ontologies to capture 

the semantics of the user’s 

query, services, and the 

contextual information 

- Current context 

- Space-time 

- User preferences 

 

 

IV. CONCLUSION 

In this article, a survey of the semantic similarity measures applied in the field of pervasive 

computing was presented. The works related to the application of semantic similarity measures 
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between contexts/situations, service recommendations, applications, and service discovery. 

Semantic similarity measures in the field of pervasive computing mainly relate to the notion of 

context and its representation. The most common representations of context are through 

ontologies given the qualities that they provide (possibility of reasoning, sharing, and reusing 

through digital media, etc.) despite their high costs. This representation allows the application of 

various measures of semantic similarity based on the structure of the ontology and the 

characteristics of the concepts. In most applications, context is represented by the spatio-temporal 

information of the user as well as his preferences and interests (recommendation and discovery of 

services), which is used as a service classification factor according to relevance. Pearson’s 

correlation coefficient is the most frequent semantic similarity measure in the area of the service 

recommendations using the technique of collaborative filtering, which can be modified to include 

the contextual information.  
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