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Abstract

The Internet of Things (IoT) such as the use of robots, sensors, actuators, electronic signalization and a variety of other Inter-
net enabled physical devices may provide for new advanced smart applications to be used in construction in very near future.
Such applications require real-time responses and are therefore time-critical. Therefore, in order to support collaboration, control,
monitoring, supply management, safety and other construction processes, they have to meet dependability requirements, including
requirements for high Quality of Service (QoS). Dependability and high QoS can be achieved by using adequate number and quality
of computing resources, such as processing, memory and networking elements, geographically close to the smart environments.
The goal of this study is to develop a practical edge computing architecture and design, which can be used in to support smart con-
struction environments with high QoS. This study gives particular attention to the solution design, which relies on latest cloud and
software engineering approaches and technologies, and provides elasticity, interoperability and adaptation to companies' specific
needs. Two edge computing applications supporting video communications and construction process documentation are developed
and demonstrate a viable edge computing design for smart construction.
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1. Introduction

Millions of new Internet-connected devices commonly
known as the Internet of Things (IoT) have been developed in
the past years. According to Gartner, Inc. [1] their number
will rise up to 20 billion by 2020. These devices include sen-
sors, actuators, smartphones, signalization, robots and so on,
and are being developed to facilitate smart, automated, secure
and sustainable environments and working processes in various
industrial sectors including construction.

The construction process is commonly known as a very com-
plex process which requires a lot of automation. Smart appli-
cation possibilities include construction site automation, robots
assisted construction, infrastructures monitoring, safety moni-
toring, home automation and many more.

Some applications require a lot of networking and processing
support, such as coordination and logistic operations for robots,
video-stream analysis for infrastructure monitoring and safety
signalization at construction sites. Frequently, IoT devices run
on batteries and are without a strong processor. This usually
leads to the necessity to offload computations to nearby mi-
croservers and datacenters, where higher frequency processors
can be obtained. Generally, the network latency, bandwidth,
network throughput, round trip time and similar QoS metrics
are important the IoT applications to achieve higher depend-
ability.
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Hence, there are significant technical requirements that must
be met by smart construction applications to make them of true
business value. The first necessary step in the development
process for smart applications is therefore the identification of
their detailed technical requirements. Requirements analysis
must take into consideration QoS attributes such as network
related metrics and performance, and other non-functional re-
quirements, such as reliability, availability, security, safety and
similar, which are commonly known in systems engineering as
dependability attributes.

A major obstacle for the introduction of advanced IoT ap-
plications in the construction sector at the moment is their un-
acceptable Quality of Service (QoS) hindering possibilities for
real-time operation. In the past years, a variety of case studies
for IoT applications in the construction sector have been pub-
lished [2, 3, 4, 5]. Indeed, such applications can only achieve
their business value, if they meet high QoS standards, that is,
dependability requirements.

Significant networking, processing and memory resources
are required by smart applications, for example, to dynamically
process data coming from cameras, sensors, robots and smart-
phones and to provide feedback and control loops for signaliza-
tion and actuators. In order to build an adequate approach, we
can rely on existing cloud services designs in general, and de-
pendability solutions in particular. Mell et al. [6] define cloud
computing as a model, which enables universal, on-demand
network access to shared pool of computing resources, such as:
networks, servers, storage, applications and services that can
be rapidly provisioned and managed with minimal effort. Such



resources can be obtained dynamically from cloud providers.
From technology viewpoint, in order to be able to address the

requirements of smart IoT applications, there are some new de-
velopments in the cloud computing domain, which may be ap-
propriate for latency-sensitive applications. Edge and fog com-
puting as specific areas of cloud computing intend to improve
the design of cloud applications by organising processing closer
to the data sources at the edge of the network [7], thus, reduc-
ing communications latency and improving reliability and other
aspects. Hence, due to the nature of the edge computing con-
cept, it may be necessary for construction companies to invest
in some computing and networking infrastructures to be able to
support the operation of smart IoT applications.

Recently, two new initiatives for interoperability standards
have emerged – the Cloud Native Computing Foundation
(CNCF) [8] and the OpenFog Consortium [9]. These initia-
tives rely on a variety of new technologies and projects’ out-
comes, including: specific operating systems for edge com-
puting, such as CoreOS [10] and RancherOS [11] that can be
installed on devices such as microservers, routers and Rasp-
berry PIs; technologies for container based virtualization, such
as Docker [12]; technologies for container orchestration, such
as Kubernetes [13] and Mesos [14]; and advanced new soft-
ware engineering tools, such as Fabric8 [15]. Nowadays, all
these technologies can be used to build and operate elastic and
interoperable IoT applications. The present study seeks to un-
derstand their utility in the context of various potential smart
construction applications.

Therefore, the goal of this work is to assess the requirements
of potential smart construction IoT applications and provide a
practical edge computing architecture and design for their im-
plementation. This requires the investigation of existing smart
construction applications developed before the existence of the
above mentioned edge and fog interoperability initiatives.

Based on the number of ongoing activities which need smart
IoT support, the requirements for underlying cloud and edge
computing infrastructures may dynamically change. This, in
turn, may lead to under or over occupancy of computing re-
sources and consequently to unacceptable variations in the ob-
tained QoS. Our design should therefore also address the re-
quirement for cost effectiveness of the edge computing solution.

In order to demonstrate and test the dependability of the edge
computing design, two IoT applications have been developed,
covering construction video communications and building pro-
cess documentation. Common to these two applications are
their requirements to operate with large quantities of data, in-
cluding data streams. This translates to high QoS requirements
which must be met for their successful operation. The smart
application design combines the benefits of edge computing,
such as on demand self-service, broad network access, elastic-
ity, low operation cost and adaptability to dynamically changing
business needs.

The paper is structured as follows. Section 2 presents an
overview of related works in the smart construction domain.
Section 3 presents the approach, the system dependability re-
quirements and the new edge computing architecture and de-
sign that can be used to support smart IoT applications. The de-

ployment and implementation of the two applications, together
with experimental results are presented in Section 4. Section 5
overviews some potential IoT application areas. Finally, section
6 concludes the paper and reveals further development plans.

2. Related works – smart construction application oppor-
tunities

An initial review of the literature related to edge and fog
computing applications in the construction domain revealed a
gap. Following is a breif account of several application areas
where new IoT edge computing applications would be greatly
needed. Particular attention was paid to identify the technical
requirements of potential applications, particularly the neces-
sary QoS and the required computing infrastructures for their
operation. Potential application areas that were investigated in-
cluded construction site management, material supply manage-
ment, security and safety of construction sites, real-time infor-
mation sharing and communication.

Yuan et al. [16] propose a set of Cyber-Physical Systems
(CPS) to prevent failure of temporary structures through real-
time monitoring. Their solution is supported with a mobile
application and a cloud-based database. Ren et al. [17] deal
with the problem of collision accidents between cranes and im-
mobile obstacles, which they try to reduce. Their solution is
a real-time anti-collision system that warns of potential colli-
sions and implements adequate safety strategies. The works
[18] and [19] present solutions for safety at construction sites
preventing collisions between building equipment as well as
plant-pedestrian collisions by using different monitoring tech-
nologies. Their solution relies on the use of Radio-Frequency
IDentification (RFID) tags, warning devices and is supported
by a communication protocol and an user interface. This work
of Jegen-Perrin et al. [20] describes a method to estimate the
working area, and using RFID sensors to prevent possible colli-
sion accidents. It proposes the use of a camera-and-screen sys-
tem to prevent the plant-pedestrian accidents with method to
improve drivers visibility through real-time video monitoring.
Time-critical requirements are common for all these applica-
tions.

In order to improve the construction process a variety of sup-
ply management and communication software prototypes have
been proposed [21, 22, 23]. Prasad et al. [24] describe that
material handling significantly affects the construction process,
therefore they provide a software prototype for handling con-
struction materials in a cost-effective manner with low human
intervention. Wang et al. [25] provide a web-based solution
that combines RFID technology and smart devices to enhance
the effectiveness of data and information sharing at construc-
tion sites. Kim et al. [26] addressed in their study solutions
for site monitoring, task management and real-time information
sharing through a multi-tier computing infrastructure. Applica-
tions in supply management and communication may therefore
offer significant improvements in the overall construction pro-
cess. Common for these applications are high dependability
requirements, including service availability, reliability, safety,
security, portability, maintainability and scalability.
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Lack of communication at construction sites often causes ac-
cidents and may lead to many severe on-site problems and de-
lays in the construction process. There are many communica-
tion solutions available on the market, however, according to
the review results presented by Shi et al. [27] the existing so-
lutions for on-site communication between construction teams
and site offices are error prone. Web-based technologies have
also been considered as solutions that could improve the pro-
cess. The following works [28, 29, 30, 31, 32] present potential
benefits of using Web technologies and cloud infrastructures for
such applications. The authors, however, mainly provide solu-
tions for centralized processing and storing massive amounts of
construction site data in databases in the cloud. However, real-
time applications are obviously more challenging and have not
been addressed.

Several studies focus on the use of various IoT devices in
construction. The authors [4] presented how the IoT and related
standards can improve the construction management system.
Bai et al. [33] introduced tower crane safety supervising sys-
tem based on IoT, which effectively supervises the tower pro-
duction process safety. Most IoT applications developed so far
have been optimized to run either locally or on Web-servers, not
implementing any solutions to decrease the application/system
downtime or decrease the amount of data-loss. The provided
solutions do not fully exploit the benefits of cloud computing,
such as virtualization, data replication and migration, orches-
tration across multiple clouds and so on.

Several of the above mentioned applications rely on various
communication solutions between different entities as well as
file or information sharing. There is a great possibility to en-
hance them through the use of IoT. Some of these applications
are designed to benefit from cloud computing, however, reach-
ing adequate QoS, required for their operation is not always
possible. While applictions are developed to execute within a
single data centre, the geographical locations (e.g. construction
sites), where automation is needed are constantly changing, so
is changing the quality of the network connections. Therefore,
reaching adequate level of QoS for their operation, due to cen-
tralized cloud computing solutions, is not always possible.

Based on the conducted literature review, it may be con-
cluded that the potential of smart applications in construction
is great and that none of the existing works have focused on the
edge and fog computing concepts as an opportunity to address
a wide range of QoS requirements.

3. Architecture and Design

3.1. Methodology
The approach taken by this study is a practical one. From

one side, it investigates the potential for smart IoT applications
in the construction domain and their detailed technical require-
ments. The initial review of existing smart applications shows
a gap that can be addressed in near future by relying on more
dependable edge computing infrastructures and applications.

The identified challenge is to define a set of Edge Manage-
ment Services as depicted in Figure 1 that can be used to man-
age Smart IoT Construction Environments. Within the smart

Figure 1: Dependable edge computing infrastructure and smart IoT applications

environments various smart applications are deployed to sup-
port automation. The primary goal of the Edge Management
Services is to contribute to higher QoS in comparison to exist-
ing cloud systems and therefore also to be able to meet strin-
gent dependability requirements of every potential smart appli-
cation.

The present work takes a top-down approach. Based on edge
and fog computing definitions [34], exiting technology reviews
[35, 36], the identified technical requirements of the potential
applications, and experience gained in the course of advanced
cloud computing and software engineering projects, such as
mOSAIC [37], SWITCH [38] and ENTICE [39], an adequate
conceptual approach for edge computing in construction is pre-
pared. It defines the main necessary services that can be used to
obtain high QoS. Following the architecture and design, two ex-
emplary edge computing applications were developed in order
to demonstrate the viability of the approach and the potential
benefits when meeting the required QoS. The applications that
have been selected to illustrate the approach are related to video
communications and file management, which are representative
for various functionalities needed within smart construction en-
vironments.

3.2. Dependability requirements
Smart systems in the construction domain have to be de-

signed as dependable. System dependability represents the sys-
tem ability to deliver service that can be reasonably trusted.
From a system failure perspective, the dependability can be also
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defined as system's ability to avoid failures that are more fre-
quent or severe, and outage durations that are longer, than it is
acceptable to the user [40], for example, to perform safety and
business critical operations.

To measure the system dependability it is necessary to con-
sider various dependability attributes, such as: high QoS, avail-
ability, reliability, safety, security, maintainability, integrity and
many others. Addressing all of them within a single architec-
ture is out of scope of this work. A dependable system can
assume a subset of these attributes, which particularly relate to
its safety and/or business critical operation, for example, the
achieved QoS. Moreover, some of the dependability attributes
are related, for instance, higher availability contributes to higher
reliability and requires higher security, but that significantly in-
creases the operational cost. Thus, building a dependable sys-
tem in practice is a trade-off between attributes and their impor-
tance varies according to the business needs.

When the key dependability requirements are not satisfied,
severe consequences are inevitable. For instance, this can cause
additional financial costs, compromised safety at the construc-
tion site, construction process delays, loss of reputation and
many other repercussions. In conclusion, providing the re-
quired dependability for IoT construction sites, where time-
critical applications are used, certain dependability attributes
have to be addressed and satisfied at all times.

3.3. Cloud, edge and fog computing approaches and technolo-
gies

Today, cloud computing is greatly used due to its properties,
such as seamless scalability, configurability and the pay-per-
use [41]. It has been actively researched, developed and imple-
mented in different areas in the last decade, for example, in the
course of the mOSAIC project. Past projects are now comple-
mented with a new wave of edge and fog computing projects,
one of which is SWITCH addressing software engineering for
IoT and Big Data and another ENTICE addressing advanced
cloud computing storage solutions. Advanced new approaches,
such as osmotic computing [42] have emerged. They advocate
the composing applications from microservices and then exe-
cuting them at the network edge. In contrast to cloud comput-
ing, which is still a centralized computing concept, new com-
puting concepts extend the computing capacity to the network
edge in a manner of decentralized computing. The fog comput-
ing focuses procession efforts within the network, between the
end devices and the traditional cloud computing data centers
[34]. On the other hand, edge computing pushes the process-
ing even closer to the data sources, and it allows every device
on the edge to process information [7]. Though, edge and fog
are different computing concepts, they do have common goals,
therefore edge and fog computing can be considered as the two
different sides of the same coin.

Currently, there exist data-centric solutions [43, 44, 45] that
offer near-data computing and provide strong support for IoT
systems. Decentralized computing solutions deliver services
closer to the users at the network edge. Their goals are to de-
crease delays, data transfer and processing expenses, improve
scalability and so on. Furthermore, it is possible to enable the

edge devices to become virtualisation platforms [46]. For in-
stance, container based virtualization can be used to achieve
edge computing designs. In general, a container consists of
application code, all the required libraries and, if needed, the
dataset as well. A container instance therefore encapsulates
both functionality and data. The implementation of an appli-
cation on a container is a straightforward process, and can be
used to move functionalities closer to the IoT devices that gen-
erate data.

3.4. Software engineering with modern tools and techniques
Alongside with the development of virtualization technolo-

gies, software engineering approaches and tools have achieved
remarkable progress in recent years as well. Modern software
development and engineering practices include rapid applica-
tion development, extreme programming, test-driven develop-
ment, behavior-driven development and so on. Generally, such
progress is facilitated through component-based software en-
gineering. It promotes tighter cooperation between the devel-
opment, business and IT operation teams. DevOps [47] is a
culture, community and practice promoting continuous integra-
tion, automatic updating and scaling of applications with low
failure rate and improved agility. DevOps uses a set of tools to
provide for flawless software development.

The SWITCH environment is a prototypical software engi-
neering environment consisting of three subsystems that help
engineers manage application development, infrastructure pro-
visioning and system runtime. By using the SWITCH Interac-
tive Development Environment (SIDE) it is possible to develop
IoT applications by dragging and dropping software compo-
nents (e.g. Virtual Machine and container images, scripts) onto
a graph canvas, to define the workflow among these software
components and to assign QoS requirements to particular com-
ponents that must be achieved for dependable operation of the
IoT application.

3.5. Solution design for smart construction
Bearing in mind the existing set of advanced technologies

for container-based virtualization and software engineering, it
is possible to provide an edge computing architecture and de-
sign for smart construction applications. A set of edge comput-
ing infrastructural components necessary to support the smart
applications have been identified in addition to the cloud com-
puting resources that have to be allocated to applications dy-
namically. Computing resources that are usually required in-
clude processing power, memory, storage capacity as well as
networking elements, such as high bandwidth and low latency
communication infrastructure.

In addition to the edge and cloud computing infrastructure,
the operation of the IoT applications must be facilitated with
adequate middleware services. The utility of several advanced
cloud computing systems (mOSAIC, SWITCH and ENTICE)
was assessed against the criterion to what extent their newly
developed services can be useful for building an edge comput-
ing architecture. Following this assessment, a set of particularly
useful services were identified and implemented within a work-
ing environment.
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Essential services (Edge Management Services) contributing
to a dependable edge infrastructure and application design are
schematically presented in Figure 2 and discussed in detail in
the following paragraphs.

1. The Virtual Infrastructure Planner is a component respon-
sible for planning the necessary cloud and edge infrastruc-
ture that is required to host high QoS (time-critical) ap-
plications. In order to plan an optimal infrastructure for
every smart application, it relies on a QoS Modelling com-
ponent. In the proposed design, launching applications
as soon as possible is not a point of interest, instead, the
key requirement is to provide high QoS, stable and cost-
effective performance during the operation of the IoT ap-
plications.

2. The QoS Modelling component provides technical infras-
tructure requirements for a particular software component
implemented as a container image. The QoS model is
based on benchmarking and software engineer’s input. For
example, an output of this tool would provide indication
that an HTTPS server component requires a minimum of
1 MB memory and 80GB storage capacity, and the maxi-
mum allowable 35 ms latency for its operation. This com-
ponent also offers a functionality for the system to learn
what metrics are important for achieving better and more
stable QoS. QoS metrics are provided by an implemented
runtime resource monitoring system.

3. The Orchestrator is a service for cluster management and
container (that is, software services) scheduling. It can be
used to address the QoS requirements for each individual
smart application. Orchestration as a process automates
the management of software components. It makes it pos-
sible to scale (start and stop containers) across multiple
cloud and edge host systems. For example, it can be used
to start a containerized HTTPS service closer to the user
and thus provide for best possible file upload time. There
are plenty of tools for container orchestration that can be
used, such as: Docker Swarm [48], Marathon [14], Ama-
zon ECS [49] and Kubernetes [13]. In this study the
open-source Kubernetes orchestrator is used to implement
a testing environment.

4. Cloud Storage can be federated storage and it can be
used for storing both data and container images. When
a specific functionality is requested, such as video-
communications, file uploading service, sensor-data anal-
ysis service and similar, the container image can be
fetched by the Orchestrator and deployed on a specific Vir-
tual Machine running in either edge computing devices or
in the data center. In such way, functionalities do not need
to execute permanently. This avoids the excessive use of
computing and networking resources, particularly in sit-
uations when various functionalities are not permanently
needed. The ENTICE project recently delivered a set of
services and a federated storage environment, which sup-
ports highly optimised, that is, fast delivery and deploy-
ment of container images. Its operation is based on Pareto

optimisation methods and is used in the demonstration of
the present edge computing design study.

5. The Time Series Database (TSDB) is a database for stor-
ing QoS monitoring metrics. For such purposes the open-
source Apache Cassandra [50] is used as it is optimized
to store time series data. The monitoring of IoT based
applications requires the storage and processing of large
amounts of monitored QoS metrics, therefore a reliable
TSDB technology is used.

6. A set of resource monitoring components (Probes, Agents,
Server and Alarm Trigger) collects and processes QoS
metrics [51], such as jitter and packet loss, which are col-
lected in the runtime. These QoS metrics are used for two
purposes: to build a QoS model of the software component
and to facilitate an edge computing decision-making pro-
cess, focused on achieving high QoS and dependable sys-
tem operation. Due to the closely related work between
the monitoring components, they are all implemented as
one joint component. Monitoring Agents are lightweight
components that address the management of metrics col-
lection from the cloud element, like physical nodes, virtual
machine instances (VMI), container instances (CI) and so
on, that they are monitoring. The role of the Monitor-
ing Agents is to register the Monitoring Probes, aggregate
the measured data and distribute the data to the Monitor-
ing Server. The Monitoring Probes are the components
that address the collection of system-level and application-
level metrics. The monitoring server component receives
the metrics from the Monitoring Agent and forwards them
to the TSDB. An Alarm Trigger, which is a rule based
component, processes the incoming metrics at the server
side. If a violation of the application performance level
is detected, the Orchestrator is notified and it can be used
to redeploy the application at another edge computing re-
source.

7. The IoT devices include smartphones, cameras, sensors,
actuators, signalisation elements and various other smart
devices. They aggregate data for further processing, and
in some cases convert analog to digital data. To decrease
the data traffic, the collected data is first processed by the
IoT devices at the edge of the network. Data is therefore
preprocessed in a decentralized manner. Due to the limited
amount of processing power the edge devices (e.g. router,
Raspberry PI) are not capable to fully process the data.
Therefore the data can be forwarded to other, more power-
ful edge computing devices, such as CoreOS based micro-
servers in proximity of the construction site for further pro-
cessing. Alternatively, if the processing of the data is not
time-critical they may be forwarded to a specific public
cloud provider for lower cost processing.

3.6. Tailoring the edge infrastructures

The computing infrastructure that can be used to operate IoT
applications consists of two types of systems: edge computing
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Figure 2: Design of the edge management services

systems (microservers, routers, Raspberry PIs and other com-
puting capacities in proximity of the smart environment) and
private and public clouds (that is, data center computing capac-
ity). The first step in this process, that should be done by an
administrator of smart applications, is to assess their edge com-
puting needs.

Figure 3 shows a layered architecture for edge computing,
which organises services into three tiers. Since applications can
be built from reusable software components, the software com-
ponents can be deployed to run on all the tiers. The first tier
of software components would run in on-field IoT devices, the
second tier of software components would run on edge com-
puting nodes and the third tier of software components would
run permanently on the most suitable cloud infrastructure from
the virtual clusters. As an example, various IoT devices, such
as video-camera equipped helmets could run on batteries and
occasionally stream information to the cloud.

Figure 3: Layered architecture for edge computing

Time-critical software components should obviously execute

in edge computing mode due to their high requirements for
networking resources. Depending on the situation, the smart
environment operator can decide how many edge computing
devices are necessary to achieve dependable operation of the
smart applications. For example, three high performance mi-
croservers deployed close to a medium size smart construction
environment may be enough to facilitate high QoS and depend-
ability. Additional parts of the applications that do not exert
time-critical requirements can be deployed in a data center,
which would reduce the operational costs.

The high degree of infrastructure adaptability facilitated by
the previously discussed SWITCH and ENTICE services es-
sentially means that the system can autonomously overcome the
need for constant administration, when running the IoT appli-
cations. The Kubernetes-based Orchestrator can quickly start
and stop containers serving particular IoT devices across the
whole computing spectrum, for example, in the data center, in
the edge computing devices and even in the embedded comput-
ing systems of the movable IoT devices (on which an operating
system and an orchestrator are installed and running). There-
fore, this is a complete system that can operate, update, extend,
create, destroy and otherwise manage functionalities (software
services) in real-time.

The developed Orchestrator can be effectively used to scale
containers horizontaly as the usage increases and therefore of-
fers possibilities for high services availability. This, of course,
means greater operational safety in close proximity of the ac-
tual smart construction environment. One can chose an avail-
ability parameter specifying how many service replicas should
be simultanteously running in order to achieve dependabile op-
eration. Furthermore, the use of the Orchestrator guarantees
a more stable continuous delivery of services, as a result to
the rapid recovery process of the applications - applications are
continuously monitored by a a set of resource monitoring com-
ponents, and an Alarm Trigger issues alarms whenever QoS
thresholds (e.g. latency, jitter, bandwidth) are violated.

3.7. Setting up edge computing infrastructures

Edge computing infrastructures can be composed of various
gateway devices, routers, industrial computers, micro servers

6



and micro data centers (1-5kW energy consumption). Common
to all these computing systems is that they have an Operating
System. Operating Systems that can seamlessly support Docker
containers are CoreOS, RancherOS and practically any Linux
based system. An IP Gateway is a specific device that pro-
vides an Internet entry point to the IoT devices. Examples of
IP Gateways include TA900e or Cisco-ASA, while IoT devices
and sensors can include video-communications, smartphones,
transmitters for temperature, air quality, humidity and so on.
Obviously, a system operator would be needed to establish such
an infrastructure and continuously monitor it via the Monitor-
ing components. However, the types of the connectivity (wired,
wireless) between the IoT and the software services running at
the network edge has not been in the focus of the study. The
designed architecture is agnostic in relation to this aspect.

The deployed IoT devices can stream audio, video and sensor
data in near real time. Their data is then directly communicated
and processed by containerized services running on the edge
computing devices.

On-site processing of data may be necessary for time-critical
situations, such as collisions or accidents, where an urgent re-
sponse to events is needed. Moreover, edge processing allows
faster further processing of data in the cloud at lower costs.
Then, the edge processed data is transmitted to the network
gateways, which forward the data to the most appropriate en-
tity of the virtual data centers (clusters).

A virtual data center can consist of various Virtual Machines
and physical machines on which Kubernetes is running. Ser-
vices running in such a data center can include containerised
databases, such as Cassandra. Generally, the virtual data cen-
tre provides an infrastructure, where containerized applications
can be deployed and run. Therefore, users, such as construction
workers, engineers, other construction site personnel, and even
robots, can use the containerized applications from various de-
vices, such as: laptops, smartphones and tablets and at the same
time monitor the data coming from sensors and react instantly,
if needed.

4. Developing and deploying smart applications

Two applications, which require high QoS operation were
carefully selected to illustrate the operation of the developed
edge computing architecture. They are both network intensive,
thus it makes a lot of sense to deploy them in an edge comput-
ing infrastructure. The first one is concerned with signalization
and communications during construction and the other one is
concerned with documentation of the overall building process
for any future needs.

4.1. Signalization and communications

Effective communication and various signalization solutions
[19, 18, 20] are essential for the success of any construction pro-
cess within one or multiple construction sites. Video commu-
nication is a communication method that can be complemented
with various process intensive features, such as real-time video

processing to identify safety and security risks, augmented re-
ality environments [52] improve teamwork and project collab-
oration, prevent delays, mistakes on the construction sites.

Construction companies, architects, site teams, engineers,
surveyors and other site personnel must be in regular contact,
thus videoconferencing reduces the need to meet in person to
have face to face meetings. Thus, it provides face to face meet-
ings at any time for lower costs, offering site-to-site, site-to-
office and site-to-project teams communication. Apart from the
meetings, the included parties in the videoconferencing can dis-
play video from the construction site if necessary to discuss and
solve potential on-site issues, regardless the geographical loca-
tion. Communicating in such manner, as shown in Figure 4,
could lead to better collaboration, providing solutions faster and
reducing production costs. Thus, it represents an example of an
essential application.

In order to build an edge computing application open-source
software can be used. Different open-source, videoconferenc-
ing applications were considered: Hubl.in [53], Talky [54] ,
Licode [55] and Jitsi meet [56]. Their functionalities are com-
pared in Table 1.

Table 1: Open-source WebRTC applications
Hubl.in Talky Licode Jitsi

Videoconference + + + +

Screen-sharing - + + +

Record - - + +

Chat + + - +

Encryption + + - +

Based on our analysis Jitsi-meet is an advanced WebRTC
based open-source software with multiparty videoconferenc-
ing functionality for real-time communication between multi-
ple subjects. It is a real-time multimedia streaming application
based on the RTP/UDP protocols and it was selected as most
suitable to be implemented as a container-based service. Its
implementation in a container requires some expertise in soft-
ware engineering [57]. The process consists of deploying its
functionalities as services. Once the application is successfully
deployed in one Docker container, it can be run on any physical
device or Virtual Machine on which Docker and Kubernetes are
deployed.

Figure 4 presents the Graphical User Interface (GUI) of the
WebRTC application during a demonstration of the edge com-
puting design. A videoconference was established among five
construction engineers that are discussing a construction pro-
cess. All of the users connected to the videoconference session
via a Web link. The video streams are managed by the con-
tainerized Jitsi Meet software in an edge computing node (Tier
2). In this way, it was not necessary to install the install the
application on any local device (e.g. smartphone).

According to our scenario, the WebRTC application does not
have a dedicated server to run constantly. Its container image
is deployed and run by the Kubernetes-based Orchestrator upon
users' request. The container-based virtualization and container
orchestration allow creating and destroying the application in-
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Figure 4: Jitsi-meet based application for communication

stances dynamically for each individual videoconference. This
helps save resources at the computing edge and run containers
only when needed for particular time-critical smart operations.

4.2. Documenting the building process

Documenting is a well-known issue in many industries, and
also it plays crucial part in construction. Although, this does
not present a major issue for small construction projects, some
modern companies try to address also this part. For larger
projects, delays and data-loss are probable and documenting
is considered essential. New IoT devices may help document
the whole process with new formats and approaches including:
RFID tags, video surveillance, sensor data and many others, all
of which represent a Big Data problem (volume, velocity, vari-
ety and veracity of data). In such cases, implementing cloud-
based solutions could overcome the existing challenges.

Our Building Process Documentation Cloud application (BP-
DoC) presented in Figure 5, is a very basic IoT application that
can be used to document various on-site implementation details,
such as ad-hoc solutions by using smartphones. This applica-
tion has to operate in real-time to avoid any delays and it is
therefore also time-critical. Generally, the goal of this applica-
tion is to provide file sharing mechanism among the participants
of the construction process with high QoS.

BPDoC implements a decentralized storage service. QoS for
large file uploads may significantly differ according to the ge-
ographic location of the users. The fastest upload time would
be achieved, if the data-receiving container runs in proximity
of the smartphone. In other words, the closer the data receiving
container is running, the higher the QoS. This is due to better
throughput conditions, lower latency and similar.

The BDPoC application was developed as a Java Servlet. It
uses Fabric8 libraries to gain access to the Kubernetes-based
virtual clusters. The data-receiving container was implemented
as follows. An open-source HTTPS server was deployed in a
Docker container. Once the container runs, it provides an Uni-
form Resource Identifier (URI) of the service. This URI is for-
warded to the device that is uploading the file. Therefore, the
service is created, served and destroyed for each individual file
upload request.

Figure 5: BDPoC - HTTPS server based documentation

4.3. Implementing functionalities with containers

In summary, two time-critical functionalities were imple-
mented as software components by using Docker containers.
They are as follows:

• File Upload. A container image represents an HTTPS
server to which files can be uploaded.

• Video conferencing. Developed container images are
based on the Jitsi-meet open-source technology. Four sep-
arate server side components include: 1) Jitsi Videobridge,
responsible for controlling audio/video media streams be-
tween participants, (2) Jicofo manages the videoconfer-
ences, (3) Prosody for the exchange of signaling messages
and (4) a Web Server, which is used to serve the applica-
tion via the WebRTC protocol. The application is packed
onto a single container image. Four container version of
the application is possible, but, it was not used in the
present study.

In order to manage the created containers and operate with
container instances of applications, an additional Java servlet-
based Web-application that uses Fabric8 libraries to access the
Kubernetes clusters was developed.

4.4. Scenarios and testing

The edge infrastructure, where the QoS metrics measure-
ments were made followed the steps identified in Figure 6: (1)
A construction site engineer wants to start a video conference
or upload a file, therefore he sends an HTTP request to the Web
server. (2) The Web server forwards the user IP to the deci-
sion making component. (3) The decision making component
evaluates the QoS requirements and sends decides about the
placement of the software component. Then, the Orchestrator
starts the continer on the chosen machine. (4) The Web Server
prepares a proper HTML, containing a Web form of either the
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file upload functionality or the videoconferencing application
GUI. It consists of a created Kubernetes pod that is started by
the Kubernetes-based Orchestrator service. (5) The generated
HTML is sent to the client, so that the user can initiate any of
the two applications at any time.

Figure 6: Using the applications

4.5. Quality of Service metrics and measurements

Testing procedure was designed to investigate the feasibility
of the edge computing solution and the actual influence of the
geographic location on the QoS of the two applications.

For the purpose of measuring the QoS metrics, it was as-
sumed that an IoT smart construction environment is located
in Ljubljana, Slovenia. Various cloud and edge computing in-
frastructures can be used to build a virtual data center and run
containerized software components (i.e. functionalities) on the
infrastructure. The Orchestrator allows the registration of both
Virtual Machines and physical hardware, such as microservers
and Raspbery PIs. In order to prove the concept, the testing in-
frastructure consisted of a set of Virtual Machines which were
instantiated in different regions: Frankfurt, Germany, Singa-
pore, Singapore, Sydney, Australia and Oregon, Canada. The
Orchestrator was used to deploy, start and stop containers in all
of the acquired Virtual Machines.

The IoT devices are represented by their Internet Protocol
(IP) numbers. An important QoS metric that can be observed
between the devices and the container on which the required
functionality is deployed is the Round Trip Time (RTT), which
is measured in ms. The RTT metric measures the time required
for a set of TCP packets to be sent from the IoT device to the
container, to confirm the packets, and then from there send them
back to the IoT device. This measurement between the con-
tainer and the IoT devices is facilitated by the implemented set
of resource monitoring components. For the video communi-
cations (Jitsy-meet) and the BPDoC applications the following
rule applies: the lower the RTT, the better the QoS. The RTT
measurements are summarized in Table 2. The measurements
were repeated fifty times and average values are given.

Another important QoS metric that can be observed is the
jitter. It is defined as a variation in the delay of received pack-
ets. Although, the IoT device transmits packets in a continuous

Table 2: Application RTT measurements
RTT (ms)

Location Video
communication BPDoC

Frankfurt 8.186 7.145
Singapore 195.985 167.618
Sydney 314.189 349.168
Oregon 172.853 178.320

stream, spacing them evenly apart, the delay between packets
on the receiver side can vary. This can be caused by network
congestion and improper network configuration. For the both
applications the following rule applies: the lower the jitter, the
better the QoS. In Table 3 are given the average values obtained
from the jitter measurement iterations.

Table 3: Application Jitter measurements
Jitter (ms)

Location Video
communication BPDoC

Frankfurt 0.076 0.082
Singapore 5.102 5.953
Sydney 0.435 0.702
Oregon 1.643 1.937

When designing a dependable edge computing infrastruc-
ture, which would be capable of processing large quantities of
data, it is necessary to consider the data upload speed as well.
It measures the speed of transferring containerized applications
and data within the edge computing infrastructure. For evalua-
tion of the results for the both applications, the following rule
applies: the higher the upload speed, the better the QoS. Table
4 shows the average values of the results received by measuring
the upload-speed (MB/s).

Table 4: Upload-speed measurements
Upload-speed (MB/s)

Location Video
communication BPDoC

Frankfurt 8.372 8.015
Singapore 0.763 0.832
Sydney 0.867 0.893
Oregon 1.427 1.298

In conclusion, the geographical location of the hosting ser-
vices, where the containerized applications are deployed and
run has an important impact on the infrastructure QoS. From the
results shown in Table 2, Table 3, Table 4, the best results were
measured from the cloud infrastructures located in Frankfurt,
which geographically is closest to Ljubljana where the services
are provided. As a result, the closer the running containers, the
better the performance.

Apart from the monitoring tools, to achieve higher system
dependability it is also necessary to design the system to allow
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intelligent allocation and selection of resources [58]. Some ap-
plications may depend more on the processor frequency, and
other applications could depend on the storage. The used set
of resource monitoring components provides for the measure-
ment of multi-level monitoring metrics and can therefore be ap-
plied to different types of software components with different
resource requirements.

5. Discussion

The goal of this paper was to develop an edge computing ar-
chitecture and a viable design for the development of depend-
able smart edge computing applications in the constructor sec-
tor. The developed design can be used to facilitate smart IoT
applications, such as applications in the field of documentation,
communication, safety monitoring and control, real-time sensor
data monitoring and many others. Many application opportuni-
ties arise from the emerging new open-source cloud technolo-
gies.

An important part of the design is its contribution towards
greater dependability, particularly higher QoS. During this
work, special attention was given to achieving reliability of the
virtual infrastructures. Although, the exist many dependability
attributes, they are closely related and commonly require high
QoS. As it can be seen from the conducted experiments, the
geolocation of the running software services may significantly
influence the QoS. The jitter and RTT was lower and the upload
speed was higher in the case of the proximal services.

Safety and security dependability attributes were also care-
fully studied while preparing the system design. Container
virtualization arguably has the potential to improve on these
two aspects. Containers start, respond on requests and can be
quickly destroyed on demand. Their lifetime can be very short,
thus reducing risk for an attack to be performed (compared to
long-running services). Moreover, there are mechanisms to al-
low only authorised container-to-container traffic, so that an at-
tacker cannot reach the specific services endpoints. In the situa-
tion when one application container is under attack, this cannot
be a threat to the other running containers in the system. More-
over, the container can be rapidly destroyed, and reestablished
in another location. The downtime between the destruction and
restart of the container is usually small, which contributes to
higher dependability.

The reliability and security characteristics of the proposed
design reduce the possibility for catastrophic smart application
failure that could affect the local environment and users. For
example, the implemented video communication application
could be upgraded with additional functionalities, for example,
to implement smart collision detection at construction sites. In
this way, the safety procedures at the smart construction site
could satisfy higher standards, at lower costs, and prevent hu-
man injuries, property damage or other disasters.

This paper presented two simple time-critical applications
that could be branded IoT, which were used to test the depend-
ability of the proposed design and show the benefits of edge
computing infrastructures. The analysis of the literature shows

huge potential for IoT applications also in other areas of con-
struction. Some potential application areas are discussed in the
following.

5.1. Supply management
Supply management of materials at construction sites, where

the supplies have to be transfered between places, directly influ-
ences the flow of the construction process and its success. Real-
time monitoring and control methods of the supplies is neces-
sary for flawless construction process without delays. Thus,
integrating such application in the proposed design would di-
rectly improve the construction process. Radio-frequency iden-
tification (RFID) technology implementation for supply man-
agement and material flow has found wide use in civil engi-
neering, because it acquires real-time information and improves
the dynamic control and management of supplies and materials.
For that purpose, a specific use case could be developed and de-
ployed on the proposed edge computing architecture.

RFID devices consist of a reader and a tag. The supplies at
the constructions site are all equipped with RFID tags. At the
entrance, every construction site has installed RFID readers. As
a result, the moment the supplies enter the construction site,
the RFID reader receives data from the RFID tag of the sup-
plies and the supplies database is updated. In such a manner,
the construction companies could effectively track their materi-
als, equipment and similar belongings on multiple construction
sites on different geographical locations.

Similar Web-based software solutions, such as the one pro-
posed by Wang et al. [25] are already present for a long time.
However, the software solution, if included in the current edge
computing design could improve on the QoS. Moreover, the uti-
lization of containerized visualization for databases improves
the performance, reduces the infrastructure costs, improves the
speed of database deployment, makes the database management
easier and more portable and so on. That means that construc-
tion companies could flexibly move database containers to dif-
ferent environments, reduce the operational expenses and im-
proving the QoS of the used data services.

5.2. Early disaster warning systems
Various accidents, between workers and heavy equipment

may happen during the construction process. Due to the poor
safety, different solutions are developed to improve the safety
performance at construction sites [59, 18, 19]. However, to im-
prove the safety performance, real-time monitoring devices and
applications are necessary to be developed to automate this pro-
cess. Therefore, integrating a time-critical, early warning sys-
tem to the proposed cloud-based design, will increase the safety
at the construction site, prevent disasters and save lives.

A multi-tier cloud application that represents an early warn-
ing system, has been designed by the company BEIA Consult
[60]. Their system is designed to generate warnings in case of
natural disasters, i.e. flood, earthquakes and similar natural dis-
asters to save lives. This system, could be also modified and
installed to control and manage data gathered from construc-
tion site sensors, because it implements light-weight virtuali-
sation and it is adapted to run containerized applications. The
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early warning system collects data from sensors in real-time,
it processes the gathered data with various tools to detect and
respond to events rapidly and provides data to the warning ser-
vices. Moreover, the application should satisfy higher depend-
ability standards for its services and enhanced scalability to the
number of used sensors.

6. Conclusions

An important goal of this work was to investigate the utility
of advanced edge computing concepts in the smart construction
domain. High QoS is required in order to achieve dependabile
operation of smart applications. Edge computing infrastruc-
tures may include microservers, routers and other devices on
which various orchestration services can be deployed. This can
allow the execution of various container-based applications in
proximity of the smart construction site. The proposed edge
computing architecture and design is multi-tier and therefore
flexible, so that in case of greater demand for services more
computing resources can be obtained from regular data centers.

In comparison to other existing solutions for automation in
construction discussed in Section 2, the novelty of this work is
the new edge computing architecture and design of a depend-
able IoT system for construction. The developed design is im-
plementation and two IoT applications with high QoS require-
ments are used to demonstrate the approach. This new design
can seamlessly host many different smart applications, for dif-
ferent construction project needs and sizes. In addition, soft-
ware services, including analytic services, such as data mining,
machine learning, simulations and many other, can be imple-
mented with containers and used in the present edge computing
architecture effectively. The testing results strongly support the
edge computing concept. Therefore, using cloud environments
close to the construction sites (including microservers) are nec-
essary to provide a flawless construction site management and
communication, to avoid additional expenses and improve de-
pendability.

This work presents a feasible design for smart construction
environments, which is based on the latest edge and fog inter-
operability initiatives. Our work in this context provides tech-
nical guidance for implementation of interoperable smart con-
struction environments. We can envisage scenarios where the
edge computing approach can be used to connect multiple, re-
mote smart construction environments to share necessary man-
agement information.

Our plans are to extend the functionalities of the system by
addressing security related challenges. We plan to integrate the
present system with blockchain technology. This will provide
greater degree of security in the operation of the overall system,
as well as possibilities for seamless integration with services
from the outside world.
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