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In domain wall (DW) excitation experiments, nonlinearity (NL) intrinsic to the DW dynamics is often
hard to distinguish from perturbation due to the confining potential or DW distortion. Here we numerically
investigate the dynamic oscillations of magnetostatically coupled DWs: a system well understood in the
quasistatic limit. NL is observed, even for a harmonic potential, due to the intrinsic DW motion. This
behavior is principally dependent on terms normally associated with the DW canonical momentum and is
in contrast with a NL restoring potential. This NL is not observable in quasistatic measurements, relatively
insensitive to the confining potential, and may be tuned by the nanowire parameters. The shown NLs are
present in any DW restoring potential and must be accounted for when probing DW potential landscapes.
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The manipulation and control of domain walls (DWs) in
ferromagnetic planar nanowires have a wide range of
potential technological applications [1-3]. Both in experi-
ment and theory it is found these DWs display a number of
particlelike properties. They have an associated mass [4],
display inertia [5,6] and will interact with one another
[7-9]. Furthermore they may be confined in well-defined
potentials [10], with much research undertaken into inves-
tigating their dynamic excitation for both fundamental
studies and future applications [11-14].

In this work the dynamic, resonant response of magneto-
statically interacting DWs in nanowires to a sinusoidal time-
varying magnetic field is investigated numerically. This
interaction may be well described using only the
Coulomb-like magnetostatic energy between two rigid
DWs [7,15]. We find that even for an entirely harmonic
interaction potential, a complex nonlinear response is found
in the dynamic regime. This nonlinear response—found to
be due to terms normally associated with the DW momen-
tum—results in well-known nonlinear effects such as down-
shifting of the resonant frequency, hysteretic bistability, and
higher order harmonic generation. As these effects are asso-
ciated with the DW velocity they may be entirely decoupled
from both the amplitude response of the DWs and also the
specific confining potential shape. The results obtained are
directly applicable to any DW confining potential and as
such have immediate implications for any investigations
probing the resonant excitation of DWs. They show the
complexity in characterizing the energy landscape experi-
enced by a DW and highlight the care that must be taken
when investigating their dynamic response.

For the nanowire geometries studied in this work
[Permalloy (Py), <100 nm wide, <12 nm thick], the
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transverse Néel DW (TDW) is the equilibrium configura-
tion [16,17]. A Néel DW has a net divergence of magne-
tization and may be described using a magnetostatic charge
density, defined as p = —uyV - M. DWs with magnetiza-
tion diverging inwards [outwards], i.e., head-to-head (HH)
[tail-to-tail (TT)] DWSs, have a net positive [negative]
magnetostatic charge. Figure 1(a) shows an example of
the micromagnetic configuration [18] (o = 0.5, 4 X 4 X
4 nm? cell size) in the system under investigation: A HH
and TT TDW magnetostatically coupled in two adjacent
identical Py nanowires (M, = 800 kA/m, A = 13 pJ/m).
The potential is attractive and so the DWs remain coupled
despite a magnetic field applied along the x axis of
H = 140 Oe. Here, w is the nanowire width, ¢ the thick-
ness, and d the perpendicular separation (in the figure,
w = 50 nm, + = 8 nm). The central position of DW “n”
along the x axis is denoted x,, with n = 1 for the HH DW
and n = 2 for the TT DW.

If the DWs remain rigid, the magnetostatic energy land-
scape of this interaction, Uy, is well defined and predomi-
nantly depends upon DW separation in the x direction, r
(where r = x, — x;) [7]. For a given d, Up, may be
obtained from quasistatic micromagnetic simulations. For
DWs which do not appreciably distort, Uy, may be fitted
with a harmonic potential, Uy, = Kr> + Uy, up to the
point of DW depinning r = rp. Figure 1(b) shows the
variation of K, effectively the “spring constant” between
DWs, in this fitting as a function of w/d for t = 8 nm. The
effect of thickness variation is not shown in the plot;
however, for this range of w and d it is found that K =
1%, as would be expected when considering the scaling of
total magnetostatic charge with ¢. In the plot shown, values
of constant d are connected by solid black lines. Points of
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FIG. 1 (color online). (a) Micromagnetic simulation of two
magnetostatically coupled HH and TT DWs in parallel nano-
wires (see text for details). (b) DW-DW interaction coupling
strength K as a function of width w and wire separation d.
(c) Parameters of the DW 1D model: uniform cant angle ¢ and
central position x. (d) Resonant frequency of DW-DW interac-
tion as a function of separation, d, and thickness ¢t (w = 50 nm).
(e) Q factor of resonance as a function of d and ¢ (w = 50 nm).

constant w are indicated by symbols. The grey curves show
the far-field (w/d < 1) K « w? dependence.

To investigate the dynamic response of the DWs in their
mutual potential a 1D model for DW motion is employed,
as is commonly used in many DW dynamics problems
[11-14]. Figure 1(c) shows the parameters of the system
investigated: ¢ is the angle M makes with the xy plane,
and x represents the DW central position. Following the
treatment of Refs. [19-21], the equations governing the
motion of a 1D rigid DW n are given by:
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In these equations, A is the DW width parameter, M, the
nanowire saturation magnetization, « the damping pa-
rameter, A the exchange stiffness, K, the in-plane anisot-
ropy (y direction) and K the out-of-plane anisotropy
(z direction). Q,, is determined by the net magnetostatic
charge of the TDW, +1 for HH and —1 for TT. U, denotes
the total energy of DW n and is given by the sum of
the DW internal energy (U,), Zeeman energy, and interac-
tion energy with any neighboring DWs: U, = U, —
Q,moM,SHx,, + Up,. S = wt is the nanowire cross

sectional area. The relaxation of A from Eq. (1c¢) is asso-
ciated with a “hard mode” that typically occurs on time
scales much shorter than DW motion [20,22]. Thus we
assume A is given by A, = Ag/1/(1 + (K,/K)sin’¢,)
throughout excitation of the DWs. An infinite harmonic
potential well is assumed to avoid the complications of
depinning in characterizing the DW excitation. Under a
sinusoidal driving field H and in the limit of small excita-
tion, with A, = Ay(dp = 0) = /A/K, and sin(2¢p) = 24,
an analytical solution is obtained, as used previously to
study DW excitations [23,24]. Using the reduced position-
coordinate r and Eq. (1) we reach a solution similar to that
of a simple damped harmonic oscillator (DHO) with natu-
ral frequency, w, and damping, I, given by:
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In this case mj, is the reduced DW Déring mass [25] and
ayi the intrinsic damping of a single DW.

The dependence of w and the Q factor of the resonance
(wy/I") on the geometrical parameters of the system are
illustrated in Figs. 1(d) and 1(e) (« = 0.01). The interac-
tion strength is taken from the empirical values of K found
previously [see Fig. 1(c)] while K, and K|, are taken from
analytical approximations [26]. Displayed are the varia-
tions with respect to d for w = 50 nm. For all values of 7 a
monotonic decrease in both w, and the Q factor is found
for increasing d. As would be expected, this arises solely
from the +/K contribution in w,. Despite the strong depen-
dence of most parameters (K, K, S, K and A) on both ¢
and w, only a weak dependence of w, and the Q factor on ¢
is observed and almost no dependence on w is found.

From this linearized, analytical solution to the 1D model
we find a low-amplitude sinusoidal magnetic field will
excite a mode where the two DWs move in opposite
directions analogously to a coupled DHO. The DW cant
angle ¢, is often associated with a canonical momentum
term, mpx,, at low a or at constant DW velocity [cf.
Eq. (1a)]. It would be expected therefore that the DHO
analogy would continue to hold, with the momentum
represented in the response of ¢. However, the presence
of the O, factor breaks the symmetry between the HH and
TT oscillating DWs. As a consequence, although the DWs
move in opposite directions in x under a driving
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magnetic field, they cant in the same direction at all times
(e, ¢1 = do).

Having investigated the low-drive field regime, we now
consider the behavior of the DWs during larger ¢, A, and r
excursions. The linear solution presented is not appropriate
for this regime; therefore, Eq. (1) is solved numerically
using a Runge-Kutta order 5 algorithm. Unless otherwise
stated, the parameters w = 50 nm, = 8 nm, d = 30 nm,
Ay =21 nm, K, = 247 kJ/m?, and @ = 0.01 are used. A,
and K| are typically estimated from the geometry of the
nanowire (which for our geometry would give Ay = 14 nm,
K, = 265 kIm™?); however, different values are used in
this work to match the low-amplitude response in micro-
magnetic simulations (see simulation details later in text).

Figure 2(a) shows the effect of increasing driving field
amplitude, H, on response amplitude, r,,,. It can immedi-
ately be seen as H increases downshifting, foldover of the
peak and bistability (when H exceeds ~15 Oe) appear, as is
often found in weakly nonlinear systems [27,28] and mag-
netic oscillators [29,30]. Irregular, discontinuous jumps are
made between the two states of high (out-of-phase with
field) and low (in-phase with field) amplitude response
within this region. Shown are the boundaries to this hyste-
retic region averaged over 10 frequency sweeps (error in
boundary is ~MHz). As the quasistatic restoring potential
of the DWs remains completely harmonic in r, the origin of
this asymmetry is solely due to terms associated with the ¢
response: both the nonlinear demagnetizing (K,) term in
Eq. (1a), and the ¢ dependence of A in Eq. (I¢). The K|
term in Eq. (1a) has many parallels with a nonlinear de-
magnetizing term in ferromagnetic resonance experiments,
where it is found to predominantly cause a foldover re-
sponse similar to that of a nonlinear restoring potential
[31]. However, in the case of DW excitation, the ¢ term is
better related to the DW momentum due to the equations of
motion governing the DW response. As such any nonline-
arities are solely dynamic effects (if 7 — 0, ¢ — 0) and
therefore will not cause the same behavior as a nonlinear
potential in r, nor will they be observable in quasistatic
measurements. By linearizing the ¢ terms in (1), while
allowing A to vary, we may identify the dominant term
causing nonlinearity. It is found the onset of nonlinearity
occurs for larger ¢, and r,,x when A is the only source of
nonlinearity, indicating the K term in Eq. (1a) is the domi-
nant mechanism in this DW-DW system.

Figure 2(b) shows the change in r,,,, and maximum cant
angle ¢, as a function of f (increasing in drive fre-
quency) for various K and « values (H = 0.5 Oe).
Indicated by grey dashed lines are rp,, « 1/f dependence
(in the linear limit ry,, o« 1/f, and f, = JVK). 1t can be
seen the degree of nonlinearity cannot be directly attrib-
uted to the response amplitude, r,,: With K =
20 X 1073 J/m™2, @ = 0.001 the resonant peak is highly
asymmetric despite having a lower amplitude than the case
of K=1X107J/m2, a = 0.01. Were the nonlinear
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FIG. 2 (color online). (a) Numerically solved, nonlinear am-
plitude response as a function of magnetic field frequency and
amplitude. (b) Amplitude and cant angle response for K = 1 to
20 J/m? and « = 0.01 to 0.001 (as indicated). Grey dashed
lines indicate a o« 1/f, dependence. Normalized degree of
asymmetry in response for: (¢) ¢ and (d) r response using full
equations of motion [Eq. (1)], and (e) ¢ and (f) r response
for linearized Eq. (1) with nonlinear restoring potential
Ul (e=—1X108 m?).

behavior due to a nonlinear restoring potential, e.g., replac-
ing Uy, = Kr? with U, = Kr*(1 + er?), it would be
expected that the degree of nonlinearity be directly deter-
mined by 7p-

The difference between the observed response and
that caused by a nonlinear restoring potential is readily
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observed in Figs. 2(c)-2(f). Plotted is the normalized
asymmetry of the resonance peak (taken as the normalized
difference between the integrated area on either side of the
peak) as a function of ¢, and r,,,,, for various K values.
Figures 2(c) and 2(d) are for the full equations of motion
[Eq. (1)], while Figs. 2(e) and 2(f) are for linearized Eq. (1)
[A = A, sin(2¢) = 2¢], with the addition of Uj, (e =
—1 X 10" m~2). For the full equations of motion, the
onset of nonlinear behavior is found above a critical value
of ¢.x and has a weak inverse dependence on K. This
dependence arises due to the fact K contributes to the
damping of the oscillator, even in the linear regime [c.f.
Eq. (3)]: in this regime maximum DW momentum, and so
®max» 18 determined solely by the balance of any dissipa-
tive (I') and driving terms (H). The values of r,,, at which
asymmetry occurs are however highly dependent upon
K; in the linear limit ¢, ~ Mpi % WyFmax, NENCE gy &
1/+/K for approximately constant values of ¢ .
Conversely, for a nonlinear restoring potential U{, a very
different K dependence is found. Now asymmetry is de-
termined by a threshold r,,,,, which is inversely dependent
upon K (again as K weakly affects I'). For constant r,,,,,
b max Scales approximately with JVK; therefore, we now
observe increasing ¢, for increasing K—in strong con-
trast with the previous case. Identical behavior is observed
for e = *1 X 102 and *1 X 10" m~2.

Given that the degree of linearity in the system is prin-
cipally determined by the cant angle response, we may use
& max to indicate the dependence of this nonlinearity on the
system parameters. In the linear limit, with ¢ ~ mpx and
on resonance:

M, [K | ]

d)max - 2aA S A (6)

Equation (6) suggests the degree of linearity of the oscil-
lations may be directly determined by the physical parame-
ters of the nanowire, e.g., a, S, and M,. Furthermore, as in
most cases K,/A > K/S, this nonlinear behavior is
largely independent of the external pinning profile (i.e.,
K). This suggests the degree of linearity (relatively insen-
sitive to K) may be decoupled from the amplitude response
of the DWs (dependent on K).

Further to frequency downshifting and bistability, other
nonlinear phenomenon may be observed in the response of
the system, for example, higher harmonic generation.
Figure 3(a) shows the frequency spectrum of the r re-
sponse, obtained from numerically solving Eq. (1), with
drive frequency f = 2.45 GHz (H = 50 Oe). From
Fig. 2(a), the system is in the nonlinear high-amplitude
regime. Clearly seen are components at odd multiples of
the fundamental drive frequency, although at significantly
reduced powers. These harmonics are found to only be
generated around the bistable region and rapidly attenuate
as the ¢ response decreases.
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FIG. 3 (color online). (a) Higher harmonics generated in the
frequency spectrum of the DW-DW amplitude response r
for fixed drive frequency [ =2.45GHz (H = 50 Oe).
Micromagnetic simulation positional response for DW-DW in-
teraction for (b) H = 0.5 Oe and (c¢) H = 10 Oe.

We may directly compare this modeled response to that
found from full micromagnetic simulations (a = 0.01).
Figures 3(b) and 3(c) show the obtained DW amplitude
response as a function of drive frequency (changing at a
rate of 1 MHz/ns) for H = 0.5 Oe and H = 10 Qe, re-
spectively. As the 1D model is fitted to match the low-drive
response, in the H = 0.5 Oe case we find excellent
agreement between both simulations and the 1D model.
At high-drive fields, 1D modeling and simulations show
qualitatively similar responses for comparable field
strengths, indicating that even in this regime the behavior
may still be qualitatively well described by a 1D model. A
substantial frequency shift and hysteretic region are ob-
served. Both the shift in f; (~ 500 MHz) and hysteretic
region (~ 200 MHz) are however found to be much larger
than those observed in 1D modeling. This discrepancy may
be due to additional anharmonicity in the potential ob-
served by the DWs but, as mentioned, this cannot easily
be separated from the intrinsic nonlinear response of the
DWs themselves.

In conclusion, the dynamic, resonant response of mag-
netostatically interacting TDWs has been numerically in-
vestigated. This system has previously been well
characterized in the quasistatic regime and instrinsic non-
linearity may be isolated from those due to the external
DW potential. In the dynamic regime a nonlinear response
is observed, even in the case of a harmonic potential, due to
the intrinsic motion of the DWs. This behavior is princi-
pally dependent on terms normally associated with the DW
canonical momentum (however, only weakly dependent
upon excitation amplitude) and may be contrasted with a
nonlinear restoring potential. This nonlinearity is not ob-
servable in quasistatic measurements, is relatively insensi-
tive to the confining potential, and may be directly tuned by
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the nanowire material and geometrical parameters.
Through the combination of dynamic and quasistatic
measurements of a potential it should be experimentally
possible to isolate the contribution of these intrinsic non-
linearities to the motion of a DW. The resulting nonline-
arity shown will be present in any DW restoring potential
and must be accounted for when probing DW potential
landscapes.
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Note added in proof.—After submission of this work we
became aware of a related article [32].
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