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Abstract

Critical infrastructure systems (CISs) are large scale and complex systems, across which many interdependencies exist.
As a result, several modeling and simulation approaches are being employed to study the concurrent operation of
multiple CISs and their interdependencies. Complementary to existing literature, this work develops and implements
a modeling and simulation framework based on open hybrid automata to analyze CISs interdependencies. With the
proposed approach, it is possible to develop accurate models of infrastructure components, and interlink them together
based on their dependencies; in effect creating larger and more complex models that incorporate interdependencies. By
implementing specific setups using varying operating conditions, one can study the cascading effects of interdependencies,
perform a detailed vulnerability assessment and conduct an extensive planning exercise. To demonstrate the applicability
of the proposed framework, a setup with three different types of CISs (i.e., power, telecom and water) components is
investigated. Extensive simulation results are used to provide insights on the cascading effects, vulnerabilities and
maintenance planning strategies.
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1. Introduction

Critical infrastructure systems (CISs), such as power
distribution systems, telecommunications networks, and
water distribution networks, provide the necessary services
that are vital to the security and well-being of the soci-
ety. Disruption, damage or complete destruction to these
infrastructures, due to natural disasters, accidents or ma-
licious attacks, can have significant negative consequences
and thus actions, to improve their protection and reliabil-
ity, are of paramount importance [1].

Although each CIS is usually treated as an individual
system, all CISs are highly interconnected with various
interdependencies among them. For example, communi-
cation systems need a steady supply of electricity to main-
tain a good quality of service (QoS), while electric systems

IThis work is supported by the European Research Council Ad-
vanced Grant FAULT-ADAPTIVE (ERC-AdG-291508).

IIThis is the accepted manuscript to Reliability Engineer-
ing and System Safety. The published version is available at:
http://dx.doi.org/10.1016/j.ress.2017.03.028

∗Corresponding author
Email addresses: con.heracleous@gmail.com (Constantinos

Heracleous), christosp@ucy.ac.cy (Christos G. Panayiotou )

need reliable communications to maintain an accurate sys-
tem state estimation. These bidirectional relationships be-
tween infrastructures enhance their overall performance,
but at the same time increase their complexity and vul-
nerability [2, 3].

Interdependencies are often unnoticeable when CISs
maintain their normal operations, however, they can be-
come critical during failures (e.g., due to operation errors,
aging, poor maintenance etc.), deliberate attacks and nat-
ural disasters [4]. Moreover, cascading interdependencies
can increase the scale of destruction in multiple CISs. This
was observed in a number of events worldwide, such as the
2001 World Trade Center Attack [5], the 2005 Hurricane
Katrina [6], the 2011 Fukushima Daiichi nuclear disaster
[7], and several others [8, 3]. Interdependencies, based
on their characteristics and effects on infrastructures, are
classified into the following four principal types [2]: (a)
physical, if the operations of one infrastructure depends
on the physical output(s) of the other and vice versa, (b)
cyber, if there is information/signal transmission between
different infrastructures, (c) geographic, if components of
different infrastructures are in close spatial proximity, and
lastly (d) logical, due to any other mechanism (e.g. policy,
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legal, or regulatory regimes) that can link logically two or
more infrastructures.

Currently, the best way to study the characteristics
and operations of multiple interconnected CISs is through
accurate modeling and extensive simulation, where inter-
dependencies should be carefully considered [9]. For this
reason, several solutions have been proposed in the liter-
ature (as discussed extensively in Section 2). However,
there is still a need to develop new and more accurate
frameworks that will more closely represent component de-
pendencies and handle the increasing complexity of larger
system (as widely recognized in [3, 10]). In accordance,
this work introduces a framework based on open hybrid
automata for modeling CISs interdependencies by adopt-
ing and extending our previous work in [11]. More specif-
ically the proposed framework uses the open hybrid au-
tomata for modeling components of different CISs taking
into account their dependencies. These models can be
composed together to create even larger and more complex
models which can then be used in detailed simulations to:
i) study the cascading effects of (inter)dependencies, ii)
perform vulnerability assessment, and iii) develop mainte-
nance planning strategies. The main advantage of using
open hybrid automata is the common modeling framework
they provide, where generic CISs components can be mod-
eled. Moreover, open hybrid automata allows the develop-
ment of models at various levels of abstraction, i.e. very
detail models with many variables or quite simple ones, de-
pending on the modeling objectives and the available data
(more details on the modeling abstraction are provided in
Section 3).

The important benefit of the proposed approach is that
it provides a unified and convenient framework for mod-
eling the various components that make up a critical in-
frastructure. The modeling framework allows to model
both continuous-time and discrete-event dynamics and can
easily incorporate decisions made by operators as well as
component faults that may occur during operation. The
various component models can be reused using composi-
tion to build bigger infrastructures and can be connected
in various ways to capture different network topologies.
Furthermore, the interconnections of the various compo-
nents seamlessly capture the intradependencies in a critical
infrastructure and the interdependencies between infras-
tructures. The modeling framework can be used to build
large scale infrastructures through the model composition
and reuse them to build larger models. At the same time,
it is flexible to use more or less detailed models depending
on the required level of abstraction such that it becomes
more scalable when running.

The rest of the paper is organized as follows. Section
2 summarizes the existing interdependency modeling ap-
proaches. Section 3 provides a short introduction to hy-
brid systems and explains why they are suitable for mod-
eling CISs interdependencies. Section 4 describes the open
hybrid automata framework for modeling components of
different CISs, and also their composition with respect to

their dependencies. Section 5 derives six open hybrid au-
tomata component models of three interdependent CISs
(i.e. power, telecom and water), and then links them to-
gether to create an overall composition model. Section
6 identifies and analyzes the problems that can be tack-
led by the proposed framework, and Section 7 provides
detailed analysis on the insights gained by applying the
proposed framework in a simulation setup. Finally, Sec-
tion 9 provides concluding remarks and future directions
for research.

2. Related Interdependency Modeling Approaches

Interdependency modeling is an emerging research field,
that includes several innovative modeling approaches. Ex-
isting models are summarized and compared in several re-
view works [12, 3, 13, 10, 14], making it quite easy to study
the state-of-the-art. Among the most popular ones are the
input-output methods, agent-based modeling and network
based approaches.

Input-output methods are based on the economic equi-
librium theory of W. Leontief, and they can estimate at
a holistic level the inoperability (i.e. the percentage of
malfunction) of infrastructures using the dependency co-
efficients (also known as Leontief coefficients). However,
these coefficients are difficult to calculate correctly, thus
they are generally high level approximations following the
assumption that interdependencies are related to high eco-
nomic interaction [15, 16].

Agent-based modeling (ABM) approaches take advan-
tage of the fact that CISs can be characterized as com-
plex adaptive systems (CAS) (i.e. complex collection of
interacting components that can be altered from learn-
ing processes). ABM uses a bottom-up design strategy,
and the different CISs components are represented as au-
tonomous agents with attributes, behaviors, and decision-
making rules, while interdependencies usually emerge from
the agent interactions [17, 18].

Network based approaches generally assume that each
CIS consist of a set of components (usually represented as
nodes) forming a network, and any existing dependencies
are represented as relationships between nodes belonging
to different networks [19]. Using network-based models
for interdependent CISs, it becomes quite easy to perform
topological analysis (i.e. describe qualitative connected-
ness for a set of components). For functional analysis
however, network based models are quite poor. Usually
they assume simplifying hypotheses, with functional mod-
els able to capture only the basic features of the networks
and not the complex effects related to the exact techno-
logical implementations [4, 20].

There are also several other approaches for modeling
CISs interdependencies. For example, there are method-
ologies based on petri nets, stochastic activity networks
and bayesian networks [21, 22, 23]. The System Dynamic
(SD) approach was also used for interdependency model-
ing to determine the best allocation strategies from the
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available infrastructure services when CISs suffer disrup-
tions [24]. Multi-layer modeling approach was also pro-
posed, where infrastructures are seen at different layers
(i.e. holistic, service, reductionistic, etc.), with interac-
tions and functional relationships between components and
infrastructures modeled at different levels of granularity
[25]. Federated simulations using the High Level Architec-
ture (HLA) standard were also used in interdependency
modeling studies, with HLA generally acting as commu-
nication middleware between different infrastructure sim-
ulators, allowing the capture of interdependencies within
a “system-of-systems” approach [26, 27]. Lastly, empirical
approaches have been used to analyze CISs interdependen-
cies according to historical accident or disaster data, and
expert experience [8].

So far, the approaches that have appeared in the litera-
ture may serve different purposes and have their strengths
and weaknesses, but no single approach has become the
state-of-the-art of the field. Furthermore, the difficulty in
accessing data due to confidentiality and privacy issues,
coupled with the fact that CISs are becoming increasingly
larger and more complex, makes the validation of interde-
pendencies quite challenging [3, 10]. Thus, there is a need
to further develop existing interdependency modeling ap-
proaches or to propose new ones that are both efficient and
effective.

When dealing with critical infrastructures, scalability
is an issue faced by all methods that can be used to model
interdependencies simply due to the large scale involved
in such infrastructures. The proposed approach is both
modular and scalable in the sense that it allows for the
flexibility of incorporating both highly accurate and sim-
ple models in an all-encompassing framework. Modularity
is achieved through composition while scalability exists in
two forms. Scalability in building a model (topology and
functionality) of the critical infrastructure as well as scala-
bility in terms of the computational power required to run
the model. In terms of modeling, the methodology allows
for the composition of multiple models which can be made
into higher level components that can be reused to build
bigger models. Thus one does not need to always start
from a single component. For example a power plant is
a collection of several generators. Thus one can build the
model of one generator and then reuse and connect several
generators together to make the power plant. In terms of
the needed computational power to run the model, again
the methodology allows one to use the appropriate level
of modeling abstraction. For example, a switch can be
modeled by a simple 0/1 function or, if one requires to
also capture the transient effects when a switch opens and
closes, these can also be incorporate in the model at the ex-
pense of more computational power. The framework pro-
vided by hybrid automata allows accurate investigations
to be conducted on component dependencies and system
interdependencies for studying cascading effects, for vul-
nerability assessment and for proper planning, as shown
in the sequel.

A

State Machines

Differential Equations

I

Z D

S

Hybrid Automata

( )x f x

Figure 1: Hybrid automata integrate state machines and differential
equations in a single formalism with uniform mathematical seman-
tics.

3. Hybrid Systems

Hybrid systems combine discrete events and continu-
ous time dynamics that can serve as models of large scale
systems [28]. The formal models for hybrid systems are
called hybrid automata and they integrate state machines
and differential equations in a single formalism with uni-
form mathematical semantics (see Fig. 1). There are two
types of hybrid automata, autonomous and open. The dif-
ference between the two is that the latter includes inputs
and outputs, which makes it possible to model subsystems
individually and then compose them together to create
more complex and detailed system models.

Over the years hybrid systems have been used to model
individual CISs for studying and analyzing their perfor-
mance. For example, hybrid systems have been used to
model and simulate power systems [29, 30] to study their
behavior under various conditions [31]. A hybrid systems
framework was also used to model communication net-
works to analyze the traffic flow, achieving similar results
with sophisticated packet-level simulators (such as NS2)
[32]. Furthermore, hybrid systems have been used in trans-
portation systems, modeling and analyzing highway traf-
fic [33]. Finally, hybrid systems were also used to model
oil & gas systems. Specifically, in [34] a hybrid system
framework was used to model gas transmission networks
to investigate their control and management in crisis situ-
ations, while in [35] a hybrid system framework was used
to model an oil production operation, showing that hy-
brid systems can provide a more precise description of the
process behavior of complex industrial applications.

Nevertheless, apart from modeling individual CISs, hy-
brid systems can also be used to model multiple interde-
pendent CISs as elaborated in this work. The first step
towards that direction is to properly characterize interde-
pendencies since different interpretations exist in the lit-
erature, as stressed in [36]. Specifically, in [2] an interde-
pendency is defined as a bidirectional relationship between
two CISs through which the state of each CIS influences
or is correlated to the state of the other. More generally,
two CISs are interdependent when each is somehow depen-
dent on the other. Thus, interdependencies are considered
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Figure 2: CISs consist by a large number of components which have
internal and external dependencies among them, forming direct and
indirect interdependencies between CISs.

at the level of infrastructures and not between individual
components of CISs; as some other interpretations sug-
gest and treat dependencies and interdependencies terms
as synonyms (e.g., [8]). In this paper, similarly to [36], in-
terdependencies are considered bidirectional relationships
between infrastructures, while dependencies are considered
unidirectional relationships between individual CISs com-
ponents. This interpretation also correlates with the level
of modeling abstraction, which is usually selected with re-
spect to the modeling objectives and the data available.

Modeling abstraction is a relative concept and is con-
sidered as the valid simplification of reality and proper
reduction of complexity, thus less complexity in a model
leads to a higher level of modeling abstraction, and vice-
versa [37]. Model complexity can be seen as the “product”
of scope and resolution (product is used symbolically),
where with scope we refer to how much of the real world
is represented (number of components), while with reso-
lution we refer to the number of variables in the model
(number of states in each component) and their precision
or granularity. [38, 39]. Thus, in the case of CISs inter-
dependencies, if the selected level of abstraction is high
(i.e., each CIS is seen as a single atomic entity with cer-
tain resolution) then interdependencies between CISs are
considered. However, if the selected level of abstraction
is lower (i.e., each CIS is represented with several com-
ponents and each component has its own resolution), then
dependencies between components are considered, with in-
terdependencies formed from dependencies.

In this work each CIS is treated as a collection of com-
ponents instead of a single atomic entity, with components
able to range from parts, units, subsystems, up to systems,
depending on the selected modeling abstraction. Each
CIS component will be modeled with an open hybrid au-
tomaton and any dependencies between components will

be represented with the connections between the inputs
and outputs of the models. Similarly to [40], two kinds
of dependencies are considered, internal and external (as
depicted in Fig. 2)

Remark 1. Internal dependencies refer to dependencies
between components of the same infrastructure (depicted
as solid lines in Fig. 2), while external dependencies refer
to dependencies between components of different infras-
tructures (depicted as dashed lines in Fig. 2).

Because of the number of dependencies between the var-
ious components, multiple feedback loops are established
among different infrastructures which give rise to interde-
pendencies, either direct or indirect (see Fig. 2).

Remark 2. Direct interdependencies denote interdepen-
dencies that are created from feedback loops between two
CISs due to first order dependencies among their com-
ponents. Indirect interdependencies, on the other hand,
denote interdependencies that are created from feedback
loops between three or more CISs due to higher order de-
pendencies among their components. With indirect being
much more difficult to spot and more difficult to analyze
than direct [36].

By modeling components of different CISs and their
dependencies with open hybrid automata, it is possible to
represent the various types of interdependencies as well,
i.e., physical, cyber, geographic, and logical. Specifically,
physical interdependencies can be represented by depen-
dencies between components of different CISs that pass
physical commodities (e.g., power, water, oil, etc.). Sim-
ilarly, cyber interdependencies can be represented by de-
pendencies between components of different CISs that pass
information/signals between components (e.g., sensor mea-
surements, control signals, etc.). However, to represent
geographic and logical interdependencies we may need ex-
tra models other than infrastructure components. For in-
stance, for geographic interdependency, we may need mod-
els for earthquake, flood, fire, etc., to drive the different
CISs components that are in close spatial proximity to the
unfortunate event. Similarly, for logical interdependency,
we may need models that represent, for example, human
decisions, or policies that may affect components of differ-
ent CISs. In this work we focus only on modeling CISs
components and mostly the first two types of interdepen-
dencies, i.e., physical and cyber.

4. Modeling Framework

We consider the components of interdependent infras-
tructures as hybrid systems, and we model each compo-
nent with an open hybrid automaton. In this paper we
adopt the open hybrid automaton framework from [41, 42]
which is the following collection:

H = (Q,X,V ,Y , Init, f, h, Inv,E,G,R) (1)
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Figure 3: Graphical representation of open hybrid automaton.

where q ∈ Q denotes the discrete state and x ∈ X ⊆ Rn

denotes the continuous state. We let V be a finite set of
input variables, which we partition into two subsets V =
U ∪Υ, where v ∈ U denotes an internal dependency input
and v̂ ∈ Υ denotes an external dependency input. Finally,
y ∈ Y denotes the continuous time output of H.

We refer to the pair (q, x) ∈ Q×X as the (hybrid) state
of H with its evolution to be determined by means of (i)
initial set of states Init ⊆ Q × X, (ii) a vector field f :
Q×X×V → Rn that describes the continuous state (time
driven) dynamics, (iii) a function h : Q×X×V → Y that
describes the output y ∈ Y , (iv) an invariant (or domain)
set Inv : Q → 2X×V that defines the combinations of
states and inputs for which continuous evolution is allowed,
(v) a collection of edges E ⊆ Q×Q that represent possible
transitions between discrete states, (vi) a guard condition
G : E → 2X×V at each edge that once true triggers a
discrete transition, and (vii) a reset relation R : E ×X ×
V → 2X at each edge that resets the value of x ∈ X
before each discrete transition.

It is often convenient to visualize open hybrid automata
using directed graphs, as shown in Fig. 3. Specifically,
with each vertex we represent a discrete state q ∈ Q, and
inside the vertex we include a vector field ẋ = f(q, x, v),
an output function y = h(q, x, v), and an invariant set
Inv(q). The edges of the directed graph represent dis-
crete transitions. An edge (q, q′) ∈ E starts at q ∈ Q
and ends at q′ ∈ Q. In each edge (q, q′) ∈ E, we note at
the beginning the guard condition G(q, q′) that once true
triggers a discrete transition, and at the end the reset re-
lation R(q, q′, x, v) only if the continuous state resets to a
new value. The initial states set Init is visualized with
an arrow that points at the initial discrete state q0 and
also specifies the initial value of the continuous state e.g.,
x = x0. Finally, the input variables V are added on the
left, while the output variables Y to the right.

A sample path or execution of an open hybrid automa-
ton consists of a sequence of intervals of continuous evolu-
tion followed by a discrete transition. The execution starts
from some initial state (q0, x0) ∈ Init. The model remains

2,2
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Figure 4: Composition example of open hybrid automaton models of
CISs components with the notation for input and output variables.

at a discrete state q as long as the continuous state x ∈ X
and/or the input v ∈ V does not leave the set Inv(q).
At the same time the output y ∈ Y is determined by
h(q, x, v). If x and/or v reach the guard condition G(q, q′),
then a discrete transition to q′ ∈ Q takes place instanta-
neously, with the value of continuous state x determined
by the reset relation R(q, q′, x, v). The continuous evolu-
tion then resumes to the new discrete state q′. The afore-
mentioned procedure repeats accordingly. More formally,
the execution of an open hybrid automaton is defined as
a collection χ = (τ, q, x, v, y), consisting of the hybrid time
set τ ∈ T and q : τ → Q, x : τ → X, v : τ → V ,
and y : τ → Y satisfying the initial conditions, contin-
uous and discrete evolution, and also output evaluation.
More extensive definitions and the theory for open hybrid
automata can be found in [28, 42, 43].

Because we represent each CIS component with an
open hybrid automaton, it is necessary to be able to con-
nect all these models together properly and create a larger
model that we can use to simulate different scenarios. This
can be achieved with the composition operation of open
hybrid automata [42, 43, 44]. In general, the composition
of two open hybrid automata models consists, roughly, the
connection between some of the inputs/outputs (I/O) of
one hybrid automaton with some O/I of another, while
the remaining I/O become the I/O of the newly composed
hybrid automaton [41].

In our case, where we compose models of components
of different interdependent CISs, the connections between
inputs and outputs represent internal and external depen-
dencies, which can become considerably large very quickly.
To address this, specific notation is added to input and
output variables that makes the composition clearer and
more meaningful. Recall that for a CIS component model,
we denote with v ∈ U an internal dependency input and
with v̂ ∈ Υ an external dependency input, while with
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y ∈ Y we denote an output for the model. In all these
variables we add superscripts that indicate a particular in-
frastructure and subscripts that indicate the specific com-
ponent of a particular infrastructure. For example, v̂sn,m
denotes an external dependency input m of component n
at infrastructure system s. Fig. 4 provides a visual ex-
ample of the composition of four components, two for in-
frastructure “a” and two for infrastructure “b”, using the
aforementioned notation for the input and output vari-
ables.

As elaborated above, using the open hybrid automata
framework a plethora of CISs component models can be
developed at the necessary level of abstraction. Then ex-
ploiting the open hybrid automata composition properties,
the component models can be connected together based
on the dependencies among them to reflect on a variety
of dynamic systems. Furthermore, the composition model
is scalable, component models can be added/upgraded or
replicated as necessary based on the modeling objectives.

5. CISs Component Models

In the sequel, the open hybrid automaton framework is
used to model components that can be found in a small city
and have dependencies between them, from three differ-
ent CISs with which we are more familiar, namely power,
telecom, and water. Specifically, we model the following
six components: for the power system (i) a distribution
substation and (ii) a SCADA system that monitors the
substation; for the telecom system (iii) a telecom central
office and (iv) a telecommunication network; and for the
water system (v) a water tank and (vi) a pumping station.

As depicted in Fig. 5, there are several internal and ex-
ternal dependencies between the various components. The
identified internal dependencies are (i) the dependency of

the tank on the pumping station for water supply and (ii)
the dependency of the network on the telecom central of-
fice for switching and routing. Three types of external de-
pendencies have also been identified: physical, cyber, and
logical. Physical dependencies include (i) the dependency
of the telecom central office and the pumping station on
the substation for power supply, and (ii) the dependency
of the telecom central office on the tank for water supply.
Cyber dependencies exist for all network communications
links, i.e., the links to the substation, the SCADA, the
pumping station, and the tank. Lastly, there are logical
dependencies, such as the power demand for the substa-
tion, the water demand for the tank, and the data traffic
for the communication network. These logical dependen-
cies are directly related to human behavior (e.g., consumer
demand on electricity, water, and communication).

The goal is to demonstrate the application of the pro-
posed framework rather than create a low abstraction (i.e.,
high complexity) models for each CIS component. Thus,
we designed models for only six components at a reason-
able level of abstraction to keep the composition model
simple and understandable but at the same time complex
enough to serve its purpose. To aid with readability of
the models, the input and output variables outside each
model, that use the generic notation described in Section
4 (and illustrated in Fig. 4), are mapped with variables
inside the model that are more related to the operation of
each CIS component.

In the following subsections the open hybrid automata
models of the components that make up the power in-
frastructure are explained in detail. Furthermore, a brief
description is provided for the models of the components
of the water and telecommunications infrastructures. The
full description of the components of these infrastructures
can be found in Appendix A and Appendix B. Also Table
1 summarizes all the model variables for quick reference,
while the Subsection 5.4 derives the composition model.
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Figure 6: Open hybrid automaton for the power distribution substa-
tion.
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5.1. Power Infrastructure Components

5.1.1. Power distribution substation

The main task of a distribution substation is to supply
power to the city, including the telecom central office, and
the water pumping station. The substation is monitored
remotely by the SCADA, and is equipped with overcurrent
protection based on inverse time relay, similar to the setup
in [30].

We model the substation with the open hybrid au-
tomaton as shown in Fig. 6. The model has two discrete
states, (i) “Power Supply” for when the substation oper-
ates normally and, (ii) “CB Open” for when the circuit
breaker (CB) opens and cuts the power supply. While the
model is in the “Power Supply” state the two outputs, ps
(that denotes the power supply) and pm (that denotes the
power sensor measurement signal), become ps = pd and
pm = pd + ε, where pd is the input that denotes the power
demand and ε the white noise in the measurements. The
continuous state of the model xti represents the time in-
verse relay for detecting overcurrents which is calculated
by ẋti = i− Ilim, where Ilim is the substation’s limit cur-
rent and i is the line current that is given by i = pd/Vnom,
with Vnom denoting the substation’s nominal voltage. The
value of xti changes with respect to the line current i. Ini-
tially, xti = −k < 0, where k is the delay parameter and
the lower saturation limit for xti. If i is larger than Ilim,
then xti will increase until xti ≥ 0 when overcurrent will
occur and the guard will trigger a discrete transition to the
“CB Open” state. The same transition is also triggered if
the input sCB , which represents the SCADA signaling,
becomes sCB = −1, denoting the remote opening of the
circuit breaker. A discrete transition from the “CB Open”
back to the “Power Supply” state will be triggered if the
input sCB becomes sCB = 1, which represents the SCADA
signaling for the remote closing of the circuit breaker. In
case that the remote closing is not possible, due to com-
munication issues, a local operator can close the circuit
breaker, which is denoted with the input lOP. = 1.

5.1.2. Power SCADA

The power SCADA remotely monitors and controls the
power substation by receiving sensor measurements and
sending control signals through the communication net-
work. We model the SCADA with the open hybrid au-
tomaton as shown in Fig. 7. The discrete states of the
model are: (i) “CB Close” and (ii) “CB Open” both rep-
resenting the status of the substation’s circuit breaker, (iii)
“Send CMD” when the SCADA sends commands to the
substation, and (iv) “Conn. Down” when the network
is down. The transitions between the discrete states are
triggered by the guards that use: the input pm that de-
notes the sensor power measurements, the input sOP that
denotes the signal from the operator, and the continuous
state xt that acts as a timer for the transmission delay.
Specifically, some discrete transitions are triggered only
by the pm input value. For example, if pm = 0 there
will be a transition to the “CB Open” state, if pm > 0
there will be a transition to the “CB Close” state, and if
pm = NaN (i.e., Not a Number) there will be a transition
to the “Conn. Down” state. Other discrete transitions
are triggered by the sOP input values. For example, there
will be a transition to state “Send CMD” from states “CB
Close” and “CB Open” if sOP = −1 and sOP = 1, respec-
tively. For both these transitions, the continuous state
xt will reset to xt = Td, where Td denotes the maximum
transmission delay, and once in the “Send CMD” state xt

will be used as a timer i.e., ẋt = −1. Also, while in this
state the output sCB , which denotes the signal that is sent
to the substation, becomes sCB = sOP , i.e., sCB = −1 for
opening the circuit breaker and sCB = 1 for closing the
circuit breaker. Finally, once xt = 0, and based on the
value of pm (i.e., pm > 0 or pm = 0), a transition will be
triggered to either the “CB Close” or “CB Open” states.

5.2. Water Infrastructure Components

The water infrastructure consists of a tank and a pump-
ing station. The tank supplies the city with water ac-
cording to the demand and receives water from the pump-
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ing station in a controlled way to avoid drainage or over-
flow. The level of the water in the tank is controlled
by the pumping station which receives measurements for
the tank’s water level and compares it to an appropriate
threshold. Furthermore, the model includes pump con-
straints such as maximum pumping, maximum operating
period and minimum resting period which affect the water
supply of the tank. The models also capture communica-
tion network problems, power cuts, and technical faults,
which affect the proper operation of the pumping station.
Detailed descriptions for both water infrastructure com-
ponents can be found in Appendix A.

5.3. Telecommunications Infrastructure Components

The telecommunications infrastructure consists of a tele-
com central office and a telecommunications network. The
telecom central office houses all the critical network equip-
ment, such as switches and servers, as well as support sys-
tems, such as cooling systems and uninterruptible power
supply (UPS) to ensure that the office equipment continues
to function even during power cuts. The telecom central
office controls the telecommunications network which con-
sists of nodes connected with links characterized by finite
bandwidth. The network is continuously loaded with pack-
ets that are generated at the nodes and sent through the
links. The packet transmission rate is determined by the
network traffic (number of packets in the network) and
the queue size at the links that temporarily hold pack-
ets before transmission. The network can suffer from link
failures, that reduce the bandwidth and increase latency.
Moreover, the network can go down if there is a failure at
the telecom central office, since necessary services, such
as switching and routing, are no longer available. De-
tailed description for both telecommunication infrastruc-
ture components can be found in Appendix B.

5.4. Composition

The six open hybrid automata models are composed to-
gether as shown in Fig. 8, creating a larger model that in-
cludes the various dependencies between the components.
As elaborated above, there are a few internal dependencies
and a number of external dependencies of various types
(physical, cyber and logical), that are depicted in detail in
Fig. 8.

In the composition all models run in parallel, and,
based on the dependencies between them, the output of
one model becomes an input to the other. In this way,
various feedback loops are developed between the mod-
els, which represent interdependencies. For instance, there
are connections between the inputs and the outputs of the
power substation model and the power SCADAmodel that
pass through the network model, since they use it to trans-
mit power measurements and control signals, respectively.
These dependencies create feedback loops between these
models, which subsequently form cyber interdependencies.
Thus, in case the network fails, it will affect the other two
models as well.

Table 1: Summary of the models variables.

Power Substation

sCB SCADA signaling xti time inverse relay

pd power demand i line current

lOP. local operator input Ilim substation limit current

ps power supply Vnomsubstation nominal volt-
age

pm sensor power measure-
ment

k delay parameter

ε measurement noise

Power SCADA

pm sensor power measure-
ment

xt timer

sOP operator input Td max transmission delay

sCB substation control signal

Water Tank

wd output water demand
rate

xv tank volume state

ws water supply input rate Vmaxmaximum volume

vtanktank volume measure-
ment

V0 initial volume

wout output water supply rate

Water Pumping Station

vtanktank volume measure-
ment

P0 station power demand

ps power supply to station Toff station resting period

ϕp technical fault Ton station working period

ws output water supply rate Vmaxtank maximum volume

pd power demand of station Vth volume threshold

xt timer for station opera-
tion

Wavgavg. water supply rate

Telecom Central Office

ps power supply to office xups timer for UPS operation

ws water supply for cooling xwtr timer for cooling system

ϕT technical fault Tups UPS availability period

ztco office operation status Twtr cooling system availabil-
ity

pd power demand of office period after water short-
age

wd water demand of office P0 office power demand

W0 office water demand

Telecommunications Network

s1 SCADA to subst. ctrl.
signal

q aggregated queue size

s2 tank to station volume
signal

r transmission rate

s3 subst. to SCADA power B network bandwidth

measurement signal Bϕ reduced network band-
width

p num. of input packets a association parameter

ϕl number of failed links Tp propagation delay

ztco office operation status Pk packets num. per signal
k
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Figure 9: Example of n-order cascading effects due to dependencies,
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Lastly, note that the model composition derived in this
work is quite scalable. Components can be added/upgraded
or replicated as needed depending on the modeling objec-
tives and the data available. Of course, more component
models means more complex model composition, more ac-
curate model that contains more dependencies, but also
implies more computational power.

6. Interdependency Analysis

Having a composition model as the one in Fig. 8, it be-
comes possible to run simulations with various objectives.
Firstly, simulations can be used to provide information
about the consequences that a loss of components in one
infrastructure can have to other infrastructures. In more
detail, it is possible to run scenarios where components in
one infrastructure fail, and then observe whether this fail-
ure can affect components in other infrastructures, due to
cascading and higher order effects because of dependencies
and interdependencies. As an example, Fig. 9 shows the
possible cascading effects that can occur after a fault at
the telecom central office.

Secondly, we can use the composition model for vul-
nerability analysis, where different scenarios can be exe-
cuted to investigate vulnerabilities on specific infrastruc-
ture components. For example, we can run several sim-
ulations with specific components intentionally failing at
different times and for different durations in order to ob-
serve how components in other infrastructures are affected
as a result.

Finally, the composition model can be used for plan-
ning, i.e., determine when it is best to plan maintenance,
repair, or upgrade of specific components. Doing so, allows
one to plan the extend of downtime that the system can
tolerate, and thus the goal is to determine when it is the
best period that these down-times should occur, so that
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Figure 10: Profiles of input signals for power demand (pd) and water
demand (wd) for all simulations.

there is a minimum disturbance to components of other
infrastructures.

7. Simulation Results

We use the composition model in Fig. 8 to illustrate
the capabilities of the proposed hybrid systems approach
with respect to the different objectives discussed in Section
6. In the numerical analysis that follows, we have used
with the composition model the parameter values shown in
Table 2 and the input signals for power and water demand
shown in Fig. 10. All models have been implemented
in Matlab/Simulink software [45] and simulated using a
machine with the following specifications: Intel Core i5-
2400 3.1 GHz; 4 GB RAM; Windows 7; Matlab R2014a.

We first simulate the composition model to get infor-
mation for possible consequences that a loss of a compo-
nent in one infrastructure can have to other CISs compo-
nents, due to cascading and higher order effects because of
(inter)dependencies. Figs. 11 and 12 present the results
for a 24h scenario. Specifically, Fig. 11 shows a timeline
with the induced events/faults (at the top of the figure),
and their subsequent consequences (at the bottom of the
figure). Fig. 12 shows plots for each component perfor-
mance during the scenario, while the numbers depicted at
the two figures associate the events in the timeline with
each plot.

From the results we can see that the model can pro-
vide information for possible cascading and higher order
effects because of (inter)dependencies. For instance, the
induced fault (#2) at the telecom central office between
05:15-06:04, immediately forces the communication net-
work to go down (#2a), which then causes the SCADA
to lose communication with the substation (#2b). The
pumping station also loses connection with the water tank,
which keeps supplying the tank with water, resulting even-
tually to an overflow at 06:00 (#2c). Another example is
the remote opening of the substation circuit breaker at
21:26 (#5). This immediately causes the telecom office to

Table 2: Model parameter values for simulations.

Power Substation

power demand: pd (see Fig. 10(a))

current limit: Ilim = 1 pu (per unit)

nominal voltage: Vnom = 1 pu

delay parameter: k = 2

measurement noise: ε = unif(−0.05, 0.05)

Power SCADA

transmission delay: Td = 60 s

Water Tank

water demand: wd (see Fig. 10(b))

initial volume: V0 = 150 m3

maximum volume: Vmax = 1000 m3

Water Pumping Station

volume threshold: Vth = 100 m3

resting period: Toff = 1 h

working period: Ton = 2.5 h

average supply rate: Wavg = 0.15 m3/s

tank max volume: Vmax = 995 m3

power demand: P0 = 0.01 pu

Telecom Central Office

UPS operat. time: Tups = 1 h

cooling availability: Twtr = 2 h

power demand: P0 = 0.01 pu

water demand: W0 = 0.005 m3/s

Telecommunications Network

bandwidth: B = 1250 packets/s

propagation delay: Tp = 0.04 s

association factor: a = 50

input packets: p = poisson(λ = 35)

signal packets: Pk=1 = unif(5, 50)

Pk=2 = unif(10, 20)

Pk=3 = unif(2, 60)

make use of the UPS (#5a), and the pumping station to
go out of service (#5b). Because the circuit breaker re-
mains open for an extended period, the telecom office UPS
system depletes after one hour (#5c), and the telecom of-
fice stops operating. This causes the network to go down
(#5d), and subsequently the power SCADA to lose com-
munication with the substation (#5e). Since the SCADA
operator is not able to remotely close the circuit breaker
(#5f) due to the telecommunication failure, and a local
operator in the substation is not available in this scenario,
the simulation goes into a deadlock; on the one hand, the
substation waits for the remote closing command to come
from the SCADA through the network, while on the other
hand the network waits for the telecom central office to
power up from the substation.
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Figure 11: Simulation timeline with induced events/faults at the top and their subsequent consequences at the bottom.
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Figure 13: Plot showing how the duration of a water pumping station
fault affects all the other CISs components.

In addition to investigating cascading events, the com-
position model can be employed for vulnerability analysis.
This is demonstrated hereafter, by investigating how the
duration of a fault at the pumping station, and a fault at
the telecom central office, may affect other CISs compo-
nents. To accomplish this, two different simulation sce-
narios are considered, one where a fault at the pumping
station is induced (i.e., ϕp = 1 in Fig. A.17) and one
where a fault at the telecom office is induced (i.e., ϕT = 1
in Fig. A.18). The duration of the induced faults fol-
lows a normal distribution, with a mean value 1h-10h at
1h increments (i.e., a total 10 increments considered), and
with variance of 15mins. The fault’s starting times are
determined randomly at the beginning of the simulation
uniformly between 0-14h, so that the largest fault is able
to unfold in the 24h scenario, while common random num-
bers are used between the 10 different durations. For each
fault, a total of 500 Monte Carlo simulations were exe-
cuted, with the objective to calculate the mean duration
of every other component transitioning to some undesired
discrete states. Figs. 13 and 14 show the results for the
pumping station fault and for the telecom central office
fault, respectively.

With the current setup, from Fig. 13 we can see that
if the duration of the pumping station fault is up to 3h
it affects only the tank, and if is up to 4h it affects the
telecom central office, the network, and the SCADA, with
only exception the substation that remains unaffected. As
the duration of the pumping station fault increases (> 4h),
the duration that all aforementioned affected components
remain to some undesired discrete state increases as well.
Similarly, from Fig. 14 we can see that a fault at the tele-
com central office immediately starts to affect the network,
the pumping station and the SCADA, and if the duration
of the telecom office fault is larger than 2h the tank is af-
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Figure 14: Plot showing how the duration of a telecom central office
fault affects all the other CISs components.

fected too, with only exception the substation that remains
again unaffected. Comparing the results from the pump-
ing station fault in Fig. 13 and the telecom office fault in
Fig. 14 for the current simulation setup (i.e., same param-
eter values and input signals) we can say that a fault at the
telecom office is more severe than a fault at the pumping
station, since the mean duration that other components
are affected is larger.
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Figure 15: Plot showing the total duration that CISs components are
affected with respect to the start time and the duration of a planned
maintenance at the substation.
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Finally, the composition model can effortlessly be used
for planning purposes. For instance, it can be used to
determine when is the best time with the current setup
to carry out 2 − 5h maintenance at the power substation
so that the disruption to all other components is mini-
mal. To demonstrate this application, we use the compo-
sition model to run simulations with the substation circuit
breaker opening (sOP. = −1) and closing (sOP. = 1) for
varying lengths of time between 0 : 00h and 18 : 00h with
30 min increments for a period of 2h to 5h with 15min
increments, representing this way all possible substation
maintenance strategies. The collected simulation data is
used to calculate the total duration that other components
are affected (i.e., the total time that they transition to an
undesired state) due to the substation maintenance. Fig.
15 shows a plot with the results, where we observe that
the substation maintenance should be avoided between
00 : 00 − 01 : 00 and 11 : 30 − 15 : 00 since during those
times all other components are affected due to the main-
tenance significantly more than during any other times.

8. Discussion

The purpose of the example presented in this paper
is just to demonstrate how the proposed modeling frame-
work can be utilized and provide some possible results that
can be obtained. The example exhibits some interesting
behaviors such as cascading effects but it is also simple
enough for the readers to follow. Clearly other modeling
frameworks can be used to model the specific example. As
mentioned earlier, the advantage of the proposed method-
ology is that it provides a convenient framework for mod-
eling continuous and discrete event dynamics as well as
decisions, or faulty states and allows for modeling different
topologies as well as various types of interdependencies.

Compared to the other methodologies we believe that
the proposed hybrid systems approach provides a unified
and convenient framework in the form of open hybrid au-
tomata for modeling the behavior (dynamic and functional)
and topology of any type of interdependent infrastructure
system and/or their constituent components at various
levels of abstraction. The key advantage of the proposed
methodology is its flexibility in the sense that it can use
composition to build hierarchical models of components
that include both continuous time as well as event driven
dynamics. Then, these components can be reused and can
be connected to build bigger components and so on. At
the same time, each component can be modeled to the
appropriate level of abstraction depending on the applica-
tion needs and the available computing power. The main
reason for this is because open hybrid automata combines
two popular modeling approaches, finite state automata
and differential equations, into a single framework and also
enables inputs and outputs to the models. Thus, all the
discrete states, under operational or faulty conditions, in-
cluding continuous time dynamics at each discrete state
can be modeled in a convenient framework. Moreover, the

inputs and outputs of the models in a composition setup
can transfer changes in the behavior of one component to
other components conveniently incorporating the system
topology and the interdependencies.

The proposed framework is different from the general
network-based approach which is usually used to carry out
topological analysis rather than functional, since it mainly
represents different CISs components as nodes while links
mimic the physical and relational connections among them,
with each node or link usually having two discrete states:
failed and normal. The network flows method, is another
network based approach used to capture interdependencies
among CIS, that models some of the CIS functionality by
incorporating different types of nodes (i.e., supply nodes,
demand nodes or transshipment nodes) and adds to the
links capacity limitations to represent the flow of services
between infrastructures, but the functional behavior that
can be represented is quite limited.

9. Conclusion and Future Work

In this work we propose the use of open hybrid au-
tomata for developing models of different infrastructure
components. These models can be composed together,
based on the dependencies that exist between them, and
create a larger model that we can use for interdependency
analysis, such as investigating cascading effects, perform-
ing vulnerability assessment, and planning for maintenance
strategies.

Models for six components from three different CISs
have been designed and composed together to create a
setup that incorporates all the dependencies between the
various components. We then use this setup to run simula-
tions that analyze all the aforementioned objectives, with
the results able to demonstrate the effectiveness of the pro-
posed modeling framework for interdependency analysis.

In the future we plan to use the proposed approach to
develop models with different abstraction levels for various
CISs components, with the end goal of creating a library
where models can be selected and easily reused for various
studies, incorporating geographic and logical interdepen-
dencies as well. We also plan to investigate ways to easily
generate scenarios for large composition models, as well
as ways to process the data that are produced by these
models. Finally, we plan to explore reachability analysis
methods for these models, which can help to discover sets
of inputs that can send the composition model to undesir-
able states.

Appendix A. Water Infrastructure Components

Appendix A.1. Water Tank

The tank is modeled with the open hybrid automaton
shown in Fig. A.16. The continuous state xv denotes the
volume of the tank and changes according to ẋv = ws−wd,
where ws denotes the input water supply rate from the
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Figure A.16: Open hybrid automaton for the water tank.

pumping station, and wd the output water demand rate.
The volume xv also determines the discrete state of the
model. As shown in Fig. A.16, the model will remain at
the “Healthy” state while 0 < xv ≤ Vmax, where Vmax

is the tank’s maximum volume, and it will transition to
either the “Drained” state if xv ≤ 0, or the “Overflow”
state if xv > Vmax. The model will return back to the
“Healthy” state if, while in “Drained” state, the water
supply becomes larger than the demand ws > wd, or if,
while in the “Overflow” state, the water demand becomes
larger than the supply wd > ws. Finally, the two outputs
of the model, vtank (that denotes the tank’s volume mea-
surement), and wout (that denotes the tank’s output water
supply rate), take the proper values in each discrete state
as shown in Fig. A.16.

Appendix A.1.1. Water Pumping Station

The pumping station is modeled with the open hybrid
automaton shown in Fig. A.17. The model has four dis-
crete states: (i) “Pump Off” when the station is off, (ii)
“Pump On” when the station supplies the tank with wa-
ter, (iii) “Conn. Down” when the network in unavailable,
and (iv) “Fault” when the station is non-operational, due
to power cut or technical fault. The discrete transitions
between the first two states, “Pump Off” and “Pump On”,
are triggered by the input vtank, that denotes the tank’s
volume measurement, and by the continuous state xt, that
acts as a timer counting the working and the resting period
of the pumps. Specifically, the transition from “Pump Off”
to “Pump On” is triggered when the water level in the tank
goes below the volume threshold Vth (i.e., vtank < Vth)
and also the resting period Toff for the pumps has ex-
pired (i.e., xt ≤ 0). While the model is in the “Pump
On” state, the two outputs of the model, ws (that denotes
the water supply rate), and pd (that denotes the power
demand of the station), become ws = Wavg and pd = P0,

with Wavg denoting the average water supply rate and P0

denoting the necessary power demand of the station while
in operation. The transition from the “Pump On” back to
the “Pump Off” state, however, is triggered by the guard
either when the tank’s water volume reaches the maxi-
mum volume Vmax (i.e., vtank ≥ Vmax) or if the working
period Ton of the pumps has been reached (i.e., xt ≤ 0).
Other discrete transitions to the model include the tran-
sition to the “Conn. Down” state, that is triggered when
vtank = NaN , and the transition to the “Fault” state,
that is triggered by the values of the two other inputs of
the model, i.e., ps and ϕp. Specifically, ps denotes the
power supply to the station, while ϕp denotes a technical
fault to the station. Thus, as shown in Fig. A.17, if either
the power supply is below the necessary power demand of
the station i.e., ps < P0, or when there is a technical fault
i.e., ϕp = 1, a transition to the “Fault” state will occur.

Appendix B. Telecommunications Infrastructure
Components

Appendix B.1. Telecom Central Office

The telecom central office is modeled with the open
hybrid automaton shown in Fig. A.18. The model consist
of five discrete states: (i) “Normal Ops.” when the of-
fice carries its normal operations, (ii) “UPS usage” when
the UPS system is in use due to a power cut, (iii) “Cool-
ing Alarm” when the cooling system experiences problems
due to water shortage, (iv) “Critical” when both (ii) and
(iii) occur at the same time, and (v) “Fault” when the
office becomes non-operational due to one or a combina-
tion of reasons such as, technical fault, depletion of the
UPS batteries, and extended water shortage that shuts off
the cooling system. As shown in Fig. A.18, the transi-
tions between the discrete states are triggered by the var-
ious guards, that use the values of inputs and continuous
states of the model. Specifically, there are three inputs,
(i) ps that denotes the power supply, (ii) ws that denotes
the water supply, and (iii) ϕT that denotes the existence
of a technical fault. The model will transition from the
“Normal Ops.” to some other discrete state if there is a
technical fault (i.e., ϕT = 1) or if either the power supply
ps or water supply ws is below the required power demand
P0 or water demand W0 respectively. There are also two
continuous states, xups and xwtr, that are both used as
timers. Specifically, the UPS system can keep the office
operational after a power cut for Tups time units and xups

is used as a timer for that. Similarly, the cooling system
can be functional after a water shortage for Twtr time units
and xwtr is used as a timer for that. Finally, the three out-
puts of the model, ztco, that denotes the status of the office,
and pd and wd that denote the power demand and the wa-
ter demand of the office respectively, change according to
the discrete state of the model. For instance, ztco = 1 in
all states except the “Fault” state to denote that the office
is operational, while pd = P0 and wd = W0 in the states
that the office receives power and water, respectively.
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Figure A.17: Open hybrid automaton for the water pumping station.
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Figure A.18: Open hybrid automaton for the telecom central office.

Appendix B.2. Telecommunications Network

The telecommunication network is modeled with the
open hybrid automaton shown in Fig. B.19, based on the
single link model in [32]. The model consists of three dis-
crete states: (i) “Steady-State”, (ii) “Link Failure”, and
(iii) “Net Down”. The model will remain at the “Steady-
State” if there is no link failure, which we denote with the
input ϕl = 0, and also if the telecom central office operates
normally, which we denote with the input ztco = 1. While
in “Steady-State”, the transmission rate r (packets/sec)
is calculated with r = p

Tp+q/B , where p is the number of

packets entering the network, Tp is the propagation delay,
and the quotient q/B is the queueing time with q being the
aggregated queue size that is calculated by the continuous
dynamics q̇ = r−B (note that q ≥ 0 always) and B being
the network bandwidth (packets/sec) [32]. Based on the
transmission rate r, the three input signals, s1 that denotes
the SCADA’s control signal to the substation, s2 that de-
notes the tank’s volume measurement, and s3 that denotes
the substation’s power measurement, are delayed through
the network according to sk(t) = sk(t +

Pk

r ), k = 1, 2, 3,

where Pk denotes the number of packets that are sent for
each signal k. Thus, the more traffic in the network, the
larger the transmission delay. In case link(s) fail, i.e.,
ϕl > 0, there will be a transition to the “Link Failure”
state, where the bandwidth of the network is reduced fol-
lowing Bϕ = B − aϕl, where a associates the number of
failed links ϕl with the bandwidth B. The new bandwidth
Bϕ is used to calculate r and q while in this state. Finally,
in case the telecom central office fails, i.e., ztco = 0, there
will be a transition to the “Net Down” state, and, as a
result, all the output signals will become sk = NaN .
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