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Abstract 

The increasing volume of unsolicited mass e-mail (otherwise called spam) has generated a need for reliable against spam filters. 

Utilizing a classifier based on machine learning techniques to naturally filter out spam e-mail has drawn many researchers' 

attention. In this paper, we review some of relevant ideas and do a set of systematic experiments on e-mail categorization, 

which has been conducted with four machine learning calculations applied to different parts of e-mail. Experimental results 

reveal that the header of e-mail provides very useful data for all the machine learning calculations considered to detect spam 

e-mail.  

 

Keywords 
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1. Introduction  

In recent years, Internet e-mails have become a typical and imperative medium of correspondence for nearly everyone. 

However, spam, otherwise called unsolicited commercial/mass e-mail, is a bane of e-mail correspondence. There are numerous 

serious problems associated with developing volumes of spam. Spam is not just a waste of storage space and correspondence 

data transfer capacity, yet additionally a waste of time to tackle. Several arrangements have been proposed to overcome the 

spam problem. Among the proposed methods, much interest has focused on the machine learning techniques in spam filtering. 

They include rule learning [3], Naïve Bayes [1, 6], decision trees [2], bolster vector machines [4] or blends of different learners 

[7]. The fundamental and normal concept of these approaches is that utilizing a classifier to filter out spam and the classifier is 

learned from preparing information rather than constructed by hand. Therefore, it can result in better performance [9].  

 

From the machine learning viewpoint, spam filtering based on the textual content of e-mail can be viewed as a special case of 

text categorization, with the categories being spam or non-spam [5]. Sahami et al. [6] employed Bayesian order technique to 

filter garbage e-mails. By making use of the extensible framework of Bayesian modeling, they cannot just employ customary 
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document order techniques based on the text of e-mail, however they can likewise easily incorporate area knowledge to go for 

filtering spam e-mails.  

Drucker et al. [4] used help vector machine (SVM) for arranging e-mails as indicated by their contents and compared its 

performance with Ripper, Rocchio, and boosting decision trees. They concluded that boosting trees and SVM had acceptable 

test performance in terms of precision and speed. However, the preparation time of boosting trees is inordinately long. 

Androutsopoulos et al. [1] extended the Naïve Bayes (NB) filter proposed by Sahami et al. [6], by investigating the effect of 

different number of features and preparing set sizes on the filter's performance. Meanwhile, they compared the performance of 

NB to a memory-based approach, and they discovered both above mentioned methods clearly outperform a common 

keyword-based filter.  

The objective of this paper is to evaluate four respective machine learning calculations for spam email categorization. These 

techniques are Naïve Bayes (NB), term frequency – inverse document frequency (TF-IDF), K-nearest neighbor (K-NN), and 

bolster vector machines (SVMs). Also, we examine different parts of an e-mail that can be exploited to improve the 

categorization ability. We considered the accompanying five blends of an e-mail message:  all (A), header (H), Body (B), 

subject (S), and body with subject (B+S). The above-mentioned four methods with these features are compared to help 

evaluate the relative merits of these calculations, and suggest directions for future works. The rest of this paper is organized as 

takes after.  

 

2. Machine learning strategies and highlights in the email  

In this area, we audit the machine learning calculations in the writing that utilized for email order (or against spam sifting). 

They incorporate Naïve Bayes (NB), term recurrence – opposite report recurrence (TF-IDF), K-closest neighbor (K-NN), and 

bolster vector machines (SVMs).  

 

2.1 Term recurrence backwards record recurrence  

The regularly embraced portrayal of an arrangement of messages is as term weight vectors which utilized as a part of the Text 

Processing Model [8]. The term weights are genuine numbers demonstrating the methodicalness of terms in recognizing a 

report. In light of this idea, the heaviness of a term in an email message can be registered by the tf.idf. The tf (term recurrence) 

shows the quantity of times that a term t shows up in an email. The idf (backwards report recurrence) is the reverse of record 

recurrence in the arrangement of messages that contain t. The tf.idf weighting plan is characterized as:  

 

                         (1) 

 

Where wij is the heaviness of i-th term in the j-th email, tfij is the quantity of times that i-th term happens in the j-th email, N is 

the aggregate number of messages in the gathering, and dfi is the quantity of messages in which the i-th term happens. 

 

2.2 K-nearest neighbor  

The most basic instance-based method is the K-nearest neighbor (K-NN) algorithm. It is an exceptionally simple method to 

classify documents and to show great performance on content categorization tasks [10]. On the off chance that we want to 

apply K-NN method to classify messages, the emails of the training set have to be recorded and then change over them into a 
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report vector representation. When classifying another email, the similarity between its record vector and each one in the 

training set has to be registered. Then, the categories of the k nearest neighbors are resolved and the category which occurs 

most as often as possible is chosen.  

 

2.3 Naïve Bayes  

The Naïve Bayes (NB) classifier is likelihood based approach. The fundamental idea of it is to discover whether an email is 

spam or not by taking a gander at which words are found in the message and which words are missing from it. In the writing, 

the NB classifier for spam is characterized as takes after:  

 

         (2) 

 

Where T is the arrangement of target classes (spam or non-spam), and P(wk|ci) is the likelihood that word wk happens in the 

email, given the email has a place with class ci. The probability term is assessed as:  

 

                                                (3) 

 

Where nk is the quantity of times word wk happens in messages with class ci, and N is the quantity of words in messages with 

class ci.  

 

2.4 Support vector machine  

Support vector machine (SVM) has become exceptionally popular in the machine learning group because of its great 

generalization performance and its ability to handle high-dimensional data by using kernels.  

According the description given in Heckerman et al. [11], an email may be represented by a feature vector x that is composed 

of the various words from a dictionary framed by analyzing the gathered messages. Thus, an email is classified as spam or 

non-spam by playing out a simple spot item between the features of an email and the SVM display weight vector,  

 

y = w.x - b                           (4) 

 

Where y is the result of classification, w is weight vector corresponding to those in the feature vector x, and b is the bias 

parameter in the SVM show that controlled by the training process.  

 

2.5 The structure of an email  

In addition to the instant message of an email, an email has additional information in the header. The header contains many 

fields, for example, trace information about which a message has passed (Received :), where the sender wants replies to go 

(Reply-To :), one of a kind of ID of this (Message-ID :), format of substance (Content-Type :), and so on. Figures 1 illustrates 

the header of an email. Besides comparing the categorization performance among the learning algorithms, we planned to make 

sense of which parts of an email have critical impact on the classification results.  

Therefore, five features of an email: all (A), header (H), body (B), subject (S), and body with subject (B+S), are used to 
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evaluate the performance of four machine learning algorithms. Furthermore, we also considered four cases that whether 

stemming or stopping methodology was applied or not. 

 

 

 

Figure 1: Header of an e-mail 

 

3. Experimental outcomes and discussions  

With a specific end goal to test the execution of previously mentioned four techniques, two corpora were utilized. The main 

(Corpus I) comprises of our messages over a current three – month time span. For tests, we erased a few messages whose 

messages were too short or did not contain any substance and acquire 1050 spam and 1057 non-spam. The second (Corpus II) 

we received is accessible at www.spamassassin.org. This file contains 2100 spam and 2107 non-spam messages. Trials were 

kept running with various preparing and test sets. The principal match of preparing and test set is made by part every corpus at 

a proportion of 20:80. The second match and the third one are 30:70 and 40:60, separately.  

In email grouping errands, the execution is often measured as far as precision. Give Nlegit and Nspam a chance to mean the 

aggregate quantities of non-spam and spam messages, individually, to be ordered by the machine learning strategy, and 

n(C-->V) the quantity of messages having a place with classification C that the technique delegated class V (here, C, Vϵ{legit, 

spam}). The precision is characterized as following equation:  

 

 

                                                                    (5) 

 

The general exhibitions of considered learning calculations in various investigations are appeared in Tables 1 and 2. From the 

outcomes, we found the accompanying wonders.  
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1. Great execution of NB, TF-IDF and SVM with header data. NB and TF-IDF performed sensibly reliable and great in various 

exploratory settings. While SVM performed well with the exception of the component of subject. It appears that the subject is 

insufficient for high exactness characterization in SVM.  

 

2. Poor execution of KNN technique. KNN played out the most exceedingly awful among all considered techniques and the 

poorest in all cases. Notwithstanding, if the more pre-handling errands are used (i.e., stemming and ceasing are connected 

together), the better KNN performs.  

 

3. No impact of stemming; however ceasing can improve the email grouping. Stemming did not make any huge change for all 

calculations in execution; however it diminished the measure of the list of capabilities. Then again, when the ceasing 

methodology is utilized, that is, disregarding a few words that don't convey significance in regular dialect, we can improve 

execution. The wonder is evident particularly in K-NN technique as appeared in Figure 2.  

 

4. Great execution with header. Among four machine learning calculations, the execution with header was the best. This 

implies much data can be gotten from the header and after that the fields in the header can go for arranging messages 

accurately.  

 

5. Poor execution with subject or body. The poor execution of every calculation happens in subject or body. The reasons might 

be that the previous gives too minimal valuable data. Actually, the last contains excessively pointless data to order messages. 

From the perception, we realize that albeit some learning calculations can accomplish acceptable outcomes, we may endeavor 

to enhance the come about by brushing some of them. Here, we coordinate TF-IDF and NB techniques and apply them to two 

corpora. The trial comes about are appeared in the last section of Tables 1 and 2. They demonstrate that the precision can be 

enhanced by the new mixture approach.  

Table 1: Performance of four machine learning algorithms in CORPUS-I 

 

Features Preprocessing     Algorithms    

 stemming stopping NB  TFIDF  K-NN  SVM  TFIDF+NB 

A   87.60 88.37 49.20  91.11 90.42 

A  OK 88.32 90.19 87.72  92.26 91.46 

A OK  87.57 88.14 51.31  91.29 90.64 

A OK OK 88.71 90.08 88.99  92.15 90.97 

H   93.36 94.25 70.38  92.99 93.87 

H  OK 93.21 95.29 87.71  92.95 95.30 

H OK  93.23 94.70 73.02  92.87 93.59 

H OK OK 93.46 95.24 87.58  92.86 94.90 

B   87.46 89.31 47.50  83.34 92.04 

B  OK 88.74 90.08 81.65  85.79 90.69 

B OK  85.78 89.41 46.80  83.53 91.66 

B OK OK 89.47 90.19 81.97  85.84 90.39 
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S   83.71 83.35 62.55  77.29 84.92 

S  OK 83.85 88.17 82.54  74.74 86.35 

S OK  83.60 93.61 67.19  77.97 85.45 

S OK OK 84.04 87.64 82.64  74.17 84.04 

B+S   87.22 86.64 78.40  84.71 88.48 

B+S  OK 87.81 88.88 76.58  87.20 89.83 

B+S OK  87.62 87.48 48.92  85.17 89.36 

B+S OK OK 88.84 88.90 79.49  87.17 90.68 

Average   88.18 89.50 70.10  86.27 90.25 

 

 

Table 2: Performance of four machine learning algorithms in CORPUS-II 

 

Features Preprocessing     Algorithms    

 stemming stopping NB  TFIDF  K-NN  SVM  TFIDF+NB 

A   87.56 89.49 48.57  91.11 91.71 

A  OK 88.73 90.30 88.64  91.58 91.78 

A OK  87.56 88.52 48.71  91.13 92.46 

A OK OK 88.76 90.08 89.99  92.28 92.72 

H   93.18 91.95 69.75  93.00 95.14 

H  OK 93.22 91.40 89.21  92.89 91.61 

H OK  93.23 90.86 73.15  92.59 92.01 

H OK OK 91.02 89.89 88.48  92.71 92.64 

B   84.33 79.29 46.98  89.82 88.06 

B  OK 89.29 84.10 82.23  89.41 89.71 

B OK  83.31 87.47 46.49  85.41 89.91 

B OK OK 89.18 84.08 83.11  89.10 90.19 

S   83.40 82.84 65.36  77.29 85.69 

S  OK 83.82 87.84 81.89  74.78 84.81 

S OK  84.02 83.74 61.68  77.97 87.62 

S OK OK 84.04 87.49 82.03  74.10 87.88 

B+S   86.49 84.58 47.15  85.51 88.46 

B+S  OK 87.51 88.52 79.34  87.00 89.81 

B+S OK  85.43 84.57 47.03  84.80 88.55 

B+S OK OK 88.77 85.50 81.06  87.21 89.53 

Average   87.64  87.13  70.04 86.98  90.01 
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Figure 2: Performance of K-NN method in all features in CORPUS-I 

 

4. Conclusion  

The location of spam email is an imperative issue of data advancements, and machine learning has a focal part to play in this 

subject. In this paper, we exhibited an experimental assessment of four machine learning calculations for spam email 

arrangement. These methodologies NB, TF-IDF, K-NN, and SVM, were connected to various parts of an email keeping in 

mind the end goal to think about their execution. Test comes about demonstrate that NB, TF-IDF, and SVM yield preferred 

execution over K-NN. The wonder likewise found, at any rate with our test corpora, that arrangement with the header was the 

most exact than different parts of an email. Then again, we attempt to join two techniques (TF-IDF and NB) to accomplish the 

most right arrangement. It was discovered that incorporating diverse learning calculations really is by all accounts a promising 

way. 
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