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author = {L. Briand and S. Nejati and M. Sabetzadeh and D. Bianculli},
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booktitle = {Proceedings of the 38th International Conference on Software Engineering (ICSE) - Visions of 2025 and Beyond Track},
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doi = {http://doi.acm.org/10.1145/2889160.2889212},

publisher = {ACM},

summary = {\citet{Briand2016} (P0003) presented challenges and potential solutions to the difficulty of testing ``untestable'' systems, that is, systems that continuously interact with the environment (including software and hardware). They suggested \emph{model testing}, which addresses executable models, including both behavior and properties, and its environment, allowing testers to completely automate the execution of many tests. Their concept combined model checking with model-based testing in a way that reduced problems with scalability. They proposed evolutionary algorithms to generate tests for critical and risky scenarios at the model level, then run on the deployed system. This speculative study did not provide details on how this approach would work and did not address model-to-code traceability matters.}

}
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doi = {https://hal.archives-ouvertes.fr/hal-01262411/},

publisher = {Centre pour la Communication Scientifique Directe},

summary = {\citet{Camus2016} (P0004) proposed a way to apply data flow coverage to support requirements-based testing as required by the DO-178C/DO-331 standard~\cite{DO-178C, DO-331}. Models were described using the SCADEdata flow language. They employed their Model Test Coverage (MTC) tool to run tests and collect model coverage data. They also analyzed structural code coverage analysis on the code, using the DS and MCDC criteria. In the study, the tool handled complex software with 3,000 user operators, 100,000 model coverage points, and 50,000 code coverage points.}

}
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pages = {589-599},

address = {Rome, Italy},

doi = {http://ieeexplore.ieee.org/document/7954409/},

publisher = {IEEE},

summary = {\citet{Eriksson2016} (P0005) continued the work of \citet{Eriksson2012} by generating logic-based tests at the platform-independent level using xtUML. Although many tools exist to measure test coverage at the code level, the authors argue that coverage tools are not available at the model level. Thus, to measure test coverage, the model first has to be transformed to code, which takes time and distracts the engineer from the model level. Thus, \citet{Eriksson2016} presented an innovative way to measure coverage at the model level. Since code introduces predicates that are not in the model, they first created model-level predicates that capture the predicates that would appear during transformation. This allows test coverage to be measured at the model level. Based on one of the six applications addressed in their previous study \cite{Eriksson2012}, they demonstrated that coverage measured at the model level can accurately predict coverage at the code level. This is particularly important for logic-based testing, since coverage at the code level is often required.}
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journal = {IEEE Computer},

year = {2009},

volume = {42},

number = {2},

pages = {53-59},

doi = {https://doi.org/10.1109/MC.2009.125},

publisher = {IEEE},

summary = {When verifying models, simulations are often run until the software engineers are satisfied, then code is generated, tested, and deployed. \citet{Shokry2009} (P0010) suggested that automatic code generation from models could lead to completely reliable software. They questioned whether tests designed for models could satisfy stringent code-level criteria such as MCDC on complex auto-generated code. They suggested solving the problem by decomposing the model into smaller units and by developing code generators that produce simple code. A preliminary study found that randomly generated model level tests only covered about 32\% of the statements in the code.}

}

@article{Matinnejad2015,

author = {R. Matinnejad and S. Nejati and L. Briand and T. Bruckmann and C. Poull},
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journal = {Information and Software Technology},

year = {2015},

volume = {57},

pages = {705-722},

doi = {https://doi.org/10.1016/j.infsof.2014.05.007},

publisher = {Elsevier},

summary = {\citet{Matinnejad2015} (P0011) addressed model-level test generation for embedded software, specifically, continuous controllers of automotive systems. They framed their work as an \textit{X-in-the-loop} process, where \textit{X} can be $M$odel (MIL), $H$ardware (HIL), $S$oftware (SIL), or $P$rocessor (PIL). Model-in-the-loop (MIL) testing generates tests to evaluate the model and to support SIL, PIL, and HIL tests. \citet{Matinnejad2015} applied search-based techniques to identify worst-case scenarios that are derived from non-functional requirements (liveness, stability, smoothness, and responsiveness) to generate stress tests that violate the requirements. They fed Simulink models to a tool they developed, Continuous Controller Tester (CoCoTest). They found that such tests could reveal faults that tests created by domain experts might not find, and that their tests revealed more faults with 27\% fewer tests that randomly generated tests.}
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doi = {https://doi.org/10.1109/ICST.2013.28},

publisher = {IEEE},

summary = {\citet{Eriksson2013} (P0045) further explored the indications that 100\% coverage at the model level translates to less than 100\% coverage at the code level \cite{Pretschner2005, Amalfitano2015}, especially when logic criteria are applied \cite{Eriksson2012}. This effect is largely due to implicit semantic behaviors in the model, that is, conditional behaviors that are not explicitly expressed as predicates in the model. To address this problem \citet{Eriksson2013} developed model to model transformation rules to turn implicit predicates into explicit predicates in the model. These rules were applied to xtUML, allowing the new conditions to become part of the test requirements. These transformations resulted in tests developed at the model level to achieve 100\% coverage at the code level, an important requirement of FAA standards \cite{DO-178C}.}
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pages = {1-16},

doi = {https://link.springer.com/article/10.1155/2009/127945},

publisher = {Springer},

summary = {\citet{Kirner2009} (P0056) addressed the problem of preserving structural code coverage after automatic code generators and compilers apply transformations. These transformation include instruction reordering, copying, and moving. The key idea is that program properties must be maintained when program $P\_1$ is transformed into program $P\_2$, so that the structural coverage on $P\_1$ is preserved in $P\_2$ with the same test data. This can apply to both model-to-text (M2T) and text-to-text (T2T) transformations. The author defined formal rules based on coverage criteria (statement coverage, decision coverage, and MCDC), a set of coverage preservation rules, and a set of code optimizations. A coverage profile is created and integrated into a code transformer. This study was theoretical and did not present a tool or experimental results. Several examples were shown, but effectiveness and cost were not addressed.}

}
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doi = {http://doi.acm.org/10.1145/2427376.2427378},

publisher = {ACM},

summary = {\citet{Eriksson2012} (P0059) quantitatively evaluated the impact on the number of test requirements when design models specified in executable and translatable UML (xtUML) are transformed into C++ code. They analyzed the predicates and clauses (\emph{test artifacts}) that appeared in both model and code. They mapped C++ code to model elements to establish traceability. An experiment with six avionics applications showed that the code had 67\% more test artifacts than the model did. The additional test artifacts represented implicit decisions in the design and were easily predictable. In the experiment, models were created using the BridgePoint UML modeling environment, and C++ code was analyzed by using the LLVM compiler framework. Tailor-made plugins were developed for both tools (BridgePoint and LLVM) to count the number of predicates and clauses.}
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journal = {IEEE Transactions on Consumer Electronics},
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volume = {58},
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pages = {587-595},

doi = {https://doi.org/10.1109/TCE.2012.6227464},

publisher = {IEEE},

summary = {\citet{Tekcan2012} (P0071) presented a user-driven approach to generate test cases to test Digital TV receivers (DTV) and Set-Top Boxes (SBT). DTVs and SBTs are complex systems that deal with increasing amounts of information and are frequently updated. \citet{Tekcan2012} generated abstract XML test scripts from state transition models, then automatically translated them to Python test scripts. The abstract tests were created from usage profiles of end user scenarios and DTV design specifications. The XML test scripts were written in MaTeLo. To validate the approach, the authors created two test sets with 200 test cases apiece, one auto-generated and another manually created. The auto-generated tests achieved 85\% coverage and the manual tests achieved 50\% coverage. The study did not define what type of coverage was achieved.}
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summary = {\citet{Li2011} (P0086) reported on a case study that used model-based design to develop an Electronic Control Unit (ECU) for an automatic vehicle climate controller. The controller was modeled in Simulink and Synchronous Data-Flow (SDF) and then processed by a chain of tools to automatically generate code. The Simulink model represents the system as a set of interacting components, and the SDF model describes computation through the interactions. Both models are processed by a tool called MoDAL to produce a file that is then used by Ptolemy II to generate C code. The authors presented only results that are visually the same (based on charts derived from model-in-the-loop and software-in-the-loop simulations), but does not give details of the results.}
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summary = {presented a test framework, Structured Test Automation Language framEwork (STALE), to automatically transform abstract tests on a model to concrete tests on code. Concrete tests often share test components, which wind up being created many times in a manual test generation process. This creates duplication of effort (human cost), as well as errors. As opposed to other studies summarized in this paper, STALE works with a non-executable model, UML state machines, and models are translated to code by hand. STALE translates state machines into generic graphs, then identifies test paths through the graphs to satisfy graph coverage criteria (node, edge, and edge-pair coverage). The tester defines test components by describing mappings from abstract elements at the model level to concrete elements at the code level according to the novel Structured Test Automation Language (STAL). STALE uses the state machine and the STAL mappings to generate concrete tests in JUnit. The mappings provide full traceability from model to code. Experimental results showed 70\% reduction in effort for translating abstract tests into concrete tests and 100\% correctness in the translation process.}
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summary = {\citet{Baresel2003} (P0223) explored the relationship between requirements and structural coverage at the model and code levels. They generated model-level tests by applying the Stateflow tool within a Simulink model, then augmented the tests with the support of a search-based algorithm to be able to test the auto-generated C code. They reported coverage results for models and the code for three functional modules of an automotive system. The tests were able to reach internal system states, resulting in automatic generation of test suites with high coverage for model (ranging from 54\% to 100\%) as well as code (58\% to 100\%).}
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publisher = {Wiley},

summary = {\citet{Mohalik2014}~(P0158) described a tool, AutoMOTGen, that generates model-level tests using the Stateflow tool within a Simulink model. AutoMOTGen translates Stateflow models to the SAL language, which underlies the generation of tests. Test coverage requirements are encoded as goals in SAL to establish traceability, and a model-checking engine is utilized to generate tests from counter-example traces. AutoMOTGen generates tests to satisfy block coverage, condition coverage, decision coverage, and MCDC. The study compared AutoMOTGen's tests with tests from a commercial tool that generates tests from inputs and guided simulation-based techniques, Reactis, on industrial software. The authors concluded that AutoMOTGen and Reactis produced complementary tests in the sense that the test suites from these tools can be combined to obtain better coverage. }

}
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pages = {662-634},

doi = {https://doi.org/10.1109/TSE.2007.70708},

publisher = {IEEE},

summary = {\citet{Sturmer2007} (P0253) test code generators whose inputs and outputs are executable models. Test cases comprise a test model in Simulink and input values are called test vectors. Input values are used to check the functional equivalence between the model under test and the auto-generated C code. This approach assumes that both the inputs and outputs are executable. \citetauthor{Sturmer2007} built a tool to map model elements to code so tests can be executed in both artifacts, allowing for optimizations during code generation, as long as the optimizations are clearly specified. This allows the model elements to be traced to code, including changes by the optimizer. The study does not give technical details on how Simulink and Stateflow models are turned into code, or how test vectors are translated into code.}
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number = {3},

pages = {389-401},

doi = {https://doi.org/10.1007/s10703-009-0082-0},

publisher = {Springer},

summary = {\citet{Conrad2009} (P0259) described a process to run tests to demonstrate behavioral equivalence between model and code. Model-level testing was called \textit{Model-in-the-Loop} and code-level testing was called \textit{Processor-in-the-Loop}. Tests were run at both levels and compared with a tolerance to allow for unimportant differences. Tests were generated to cover model elements according to a particular coverage criterion. The workflow also includes traceability review to ensure unintended functionality was not added to the code. If code coverage was lower than model coverage, or if code elements cannot be traced back to the model, then the translation may have introduced unintended functionality. The study did not include empirical results.}
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summary = {\citet{Pretschner2005}~(P0313) investigated the effectiveness of model-based testing and automation by evaluating test sets in terms of fault detection, model coverage, and code coverage. Some of their tests were generated automatically, some from models and some from code, some randomly, some with functional testing criteria, and some by hand. They found that tests generated from models found more faults, especially faults that resulted in changes to requirements.}
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summary = {\citet{Conrad2005} (P0321) presented a testing technique to validate model-to-code translations. Tests are created to satisfy decision coverage on the model, then run on the code. This establishes behavioral equivalence between model and code. A subsequent step is a manual traceability review to ensure that all parts of the generated code can be traced back to the model. If the code coverage is lower than the model coverage, or if it is not possible to trace code elements back to the model, then the translation may have introduced unintended functionality.}
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summary = {Model Driven Testing (MDT) generates model-level, or abstract, tests from models, which are then applied to code as concrete tests. Ideally, both the code and the concrete tests are generated automatically from the model-level artifacts. Since the tests are designed to achieve coverage on the model, an important question is whether the concrete tests achieve the same level of coverage on the code. \citet{Amalfitano2015}~(P0362) investigated this question by finding factors that create differences in coverage. They explored differences for four state machine models and eight test suites, and found significant differences. Tests that achieved 100\% edge and node coverage at the model level, ranged from 48\% to 75\% for statement coverage on the code and 25\% to 52\% for branch coverage.}
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summary = {\citet{Li\_a\_2016} (P0374) investigated the need for better test oracle strategies tailored to MBT. In automated tests, \textit{test} oracles determine whether tests pass by comparing expected with actual output, usually in the form of assertions. Since it is usually too expensive to check the entire output state of a program, test oracles tend to target certain output variables or behaviors. \citeauthor{Li\_a\_2016} defined 10 test oracle strategies (OSes), asking how many more failures are revealed by looking at more of the output state, and by looking at intermediate states more frequently. They found that OSes that checked states only after execution terminates, and that checked only state invariants from the model, revealed failures almost as often as OSes that checked states more frequently and that looked at the complete output state. The abstract tests were generated with STALE, and translated to concrete tests in the form of calls to methods in the software. Testers provided mappings from the model level to the code level, thus the OSes are only partially automated for traceability purposes.}
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doi = {https://doi.org/10.1109/ICST.2016.41},

publisher = {IEEE},

summary = {\citet{Li\_b\_2016} (P0375) extended STALE to create skyfire, which reads behavioral diagrams (UML state machines), finds all transitions, and generates test cases to satisfy graph coverage criteria. Skyfire then creates Cucumber scenarios, which provides mappings to translate model-level tests to concrete tests.}
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summary = {\citet{Lamancha2011} (P0381) extended their prior framework to derive abstract tests from UML diagrams to generate concrete tests. The framework first does a model-to-model transformation from UML to UML Testing Profile models, then uses the MofSCript tool to transform the abstract tests to JUnit and NUnit test methods. The framework does not include any traceability support from model to code.}
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summary = {When models change, tests that are derived from the models but applied to the code must also be changed. This is particularly problematic when test generation is manually done or when abstract tests are transformed to concrete tests by hand. \citet{Fraternali2010} (P0383) developed a multi-level test generation approach, and a transformation framework to align two streams of transformation, from computation independent models (CIM) to code, and from computation independent test (CIT) specifications to executable test scripts. The test scripts are updated by mappings that can be applied after changes take place.}
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summary = {\citet{Aniculaesei2019} (P0411) sought to explore model-checking for the automatic generation of test cases based on requirements test cruise control system for the automotive industry. The authors compared the fault revealing capability of test sets automatically generated with a commercial tool (the SCADE toolchain) and an academic, open-source tool (NuSMV) that applied the model-checking approach. Both tools turn models and test cases generated at the model level into C code, and the study assesses the effectiveness of the test suites based on their mutation scores.}
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summary = {\citet{Koch2018} (P0448) presented a tool named Scilab/Xcos XTG, which was designed to support the X-in-the-loop testing pipeline for model-based development of parallel real-time software that runs on multicore processor architectures tailored to the avionics industry, devised by \citet{Durak2018} (P0443). Scilab/Xcos XTG extends the Scilab/Xcos tool by creating \emph{toolboxes} that include scenario file templates, system interfaces, and model components. In this context, a toolbox enables back-to-back testing by injecting automatically generated code into the model elements, allowing enhanced simulations to be carried out at the model level. The tool also generates input test data and expected output that can be used to exercise the model and the code at various phases of the model-based testing workflow. However, similar to P0443, no empirical evidence supporting the effectiveness of the tool was provided: a single example was outlined.}
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summary = {\citet{Koch2018} (P0448) presented a tool named Scilab/Xcos XTG, which was designed to support the X-in-the-loop testing pipeline for model-based development of parallel real-time software that runs on multicore processor architectures tailored to the avionics industry, devised by \citet{Durak2018} (P0443). Scilab/Xcos XTG extends the Scilab/Xcos tool by creating \emph{toolboxes} that include scenario file templates, system interfaces, and model components. In this context, a toolbox enables back-to-back testing by injecting automatically generated code into the model elements, allowing enhanced simulations to be carried out at the model level. The tool also generates input test data and expected output that can be used to exercise the model and the code at various phases of the model-based testing workflow. However, similar to P0443, no empirical evidence supporting the effectiveness of the tool was provided: a single example was outlined.}
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