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DATA MINING

“THE GOAL OF DATA MINING ISTO
DISCOVER OR DERIVE NEW.
INFORMATION FROM DATA,
FINDING PATTERNS ACROSS
DATASETS,AND/OR SEPARATING
SIGNAL FROM NOISE.”

Untangling Text Data Mining

Marti A. Hearst
School of Information Management & Systems
University of California, Berkeley
102 South Hall

Abstract

The possibilities for data mining from large text
collections are virtually untapped. Text ex-
presses & vast, rich range of information, but en-
codes this information in a form that is difficult
to decipher automatically. Perhaps for this rea-
somn, there has been little work in text data min-
ing to date, and most people who have talked
about it have either conflated it with informa-
tion access or have not made vse of text directly
to discover heretofore unknown information,
In this paper I will first define data mining,
information access, and corpus-based computa-
tional linguistics, and then discuss the relation-
ship of these to text data mining. The intent
behind these contrasts is to draw attention to
exciting new kinds of problems for computa-
tional linguists, 1 describe examples of what I
consider to be real text data mining efforts and
briefiy outline recent ideas about how to pursue
exploratory data analysis over text.

1 Introduction

The nascent field of text data mining (TDM)

has the peculiar distinetion of having a name

and a fair amount of hype but as yet almost

no practitioners. 1 suspect this has happened

becanse people assume TDM is a natural ex-

tension of the slightly less nascent field of data

mining f_DNI}, also known as knowledge dis-

covery in databases (Fayyad and Uthurusamy,

1999}, and infermation archeclogy (Brar'_hmm

et al, 1993). Additionally, there are some
g ut what acti

data mining. It turns out that

very good metaphor for what p

actually do. Mining implies extra

nuggets of ore from otherwise worthless rock.

If data mining really followed this metaphor, it

wauld mean that people were discovering new

(-4600
edu/ “hearst

factoids within their inventory databases. Ho
ever, in practice this is not really the ¢
Instead, data mining applications tend to be
{semi)automated discovery of trends and pat-
terns across very large datesets, usually for the
purposes of decision making (Fayyad and Uthu-

5 , 1999, Fayyad, 1997). Part of what [
wish to argue here is that in the case of text,
it can be interesting to take the mining-for-
nuggets metaphor seriously.

The various contrasts discussed below are
summarized in Table 1

2 TDM ws. Information Access

It iz important to differentiate between text
data mining and information {or infor-
mation retrieval, as it is more widely known).

The goal of information aceess is to help users
find documents that satisfy their information
needs (Baeza-Yates and Ribeiro-Neto, 1999).
The standard procedure is akin to looking for
nesdles in a needlestack — the problem isn’t so
much that the desired information is not known,
but rather that the desired information coe
ists with many other valid pieces of information.
Just because a user is currently inferested in
NAFTA and not Furbies does not mean that all
descriptions of Furbies are worthless. The prob-
lem is one of homing in on what is currently of
interest to the ussr.

As noted above, the goal of data mining is to
discover or derive new information from data,
inding patterns across datasets, and/or sepa-

signal from noise. The fact that an infor-

i retrieval system can return a document

tha.t containg the information & user requested

implies that no new discovery is being made:

the information had to have slready been known

to the author of the text; otherwise the author
could not have written it down.
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TEXT MINING

“IF WE EXTRAPOLATE FROM DATA
MINING ... ON NUMERICAL DATA
TO DATA MINING FROM TEXT
COLLECTIONS,WE DISCOVER THAT
THERE ALREADY EXISTS A FIELD
ENGAGED IN TEXT DATA MINING:
COMPUTATIONAE LINGUISTICS!”

Y

Untangling Text Data Mining

Marti A. Hearst
School of Information Management & Systems
University of California, Berkeley
102 South Hall

Abstract

The possibilities for data mining from large text
collections are virtually untapped. Text ex-
presses & vast, rich range of information, but en-
codes this information in a form that is difficult
to decipher automatically. Perhaps for this rea-
somn, there has been little work in text data min-
ing to date, and most people who have talked
about it have either conflated it with informa-
tion access or have not made vse of text directly
to discover heretofore unknown information,
In this paper I will first define data mining,
information access, and corpus-based computa-
tional linguistics, and then discuss the relation-
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Miner, G, Delen, D., Elder, ., Fast,A., Hill, T., & Nishe
(2012). Practical text mining and statistical a
structured text data applications. Amstepg
Press. p31

Statistics

Al and Machine Learning

BEERIallgle

Text Mining

*Web

Databases Mining




Classical linguistic approach Statistical approach

Analyze via syntactic, semantic, ... Analyze via a large but limited set of
interpretation recurring patterns

Create a rule-based language model Learn language patterns from a vast
number of documents

* Mimic human language processing

* Model contains words, grammar * Language = repetition of patterns

(syntax) and meaning (semantics) as * Occurence of patterns trigger the most
layers with increasing complexity likely rule/action



MACHINE LEARNING IN A NUTSHELL

Model
to get

from “The goal of data mining is to
data to discover or derive new
dNsSWwers N o
information from data,

Supervised
learning

finding patterns across datasets,
and/or separating signal from
Unsupervised Pattern in noise.”

learning data




DATA — A CONTINUUM
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TDM WORKFLOW IN A NUTSHELL

| Retrieval & Access
2 (Pre)Processing
3 Extraction

4 Analysis

#Data Cleani
M Data Analyst

000 @ www.flinkliv.com




TDM WORKFLOWYV:

| RETRIEVAL & ACCESS

Find suitable resources
m Often primary resources (digital collections/archives, free or licensed)
® | ook for TDM rights and download/scraping regulations!

= |f in doubt or facing problems: Get in touch with UB Bern.

Get the raw data
® Access bulk downloads or data APIs, avoid website scraping. May take a while!

m Adapting file structure, merge files etc.



TDM WORKFLOWYV:

2 (PRE)PROCESSING — BUILDING A CORPUS

The chef cooks the meat and
the sous-chefs cook the soups.
m Read out or recognize text, e.g. from PDF ‘

OCR and cleaning

m Remove noise, e.g. text file header, mark up, metadata
& P The, chef, cooks, the, meat, and,

the, sous-chefs, cook, the, soups
Basic text processing: Normalization ‘

® Tokenization: Split text into sentences and words

L Il words ( f chet | S
0 r words (language specific
owercase a (language sp ) o | — =
= Remove punctuation and/or stopwords (= frequent cook | et |
words with low semantics like ‘a’ or ‘on’)
, , : . meat | - soup I
= Normalize spelling variants, abbreviations
soups | sous- |

= Stemming (= cut all words to their stems) sous-chefs | chef



TDM WORKFLOWYV:

2 (PRE)PROCESSING

Deeper text processing: N N
[ ] [ [ ] D N V NP
Morphological + syntactical analysis S | P
the chet ¢o0ks D N
| |
the soup
m Get parts of speech (POS) of tokens
m Get syntactic features of tokens (parsing tree) chef |
chef I
= |emmatization (= cut to their grammatical base) cooks | cook 2
cook I » et |
meat I
soup I
soups I |

Sous-
sous-chefs | chef



TDM WORKFLOWYV:

3 EXTRACTION

Statistical, exploratory analysis
m e.g. word frequencies over time, co-occurrences of words

m e.g. Term frequency — Inverse document frequency (TF-IDF)

Feature engineering
m Select certain statistical or linguistic features

® Transform tokens to numerical features according to different methods



TDM WORKFLOWYV:
4 ANALYSIS

Unsupervised Pattern in
learning data

Unsupervised learning methods

® Find unknown patterns in documents

Use cases:

® Document clustering: Find groups of similar documents

® Jopic modeling: Find groups of similar documents and get their common ‘topics’



TDMWORKFLOW:
4 ANALYSIS Model

to get

from
data to
answers

Supervised
learning

Supervised learning methods

= Find the mathematical connection between certain data values to predict outcomes
of similar new data

Use Cases:
m Sentiment analysis: Recognize the sentiment/mood of a text (think of reviews...)
m Jext classification: Classify new texts into known groups

= Named Entity Recognition: Recognize named entities like places, persons etc.
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Who cares about coal? Analyzing 70 years of German parliamentary and regional

debates on coal with dynamic topic modeling

Finn Miiller-Hansen >, Max W. Callaghan >, Yuan Ting Lee ®“, Anna Leipprand °,
Christian Flachsland *, Jan C. Minx *©

* Mercator Research Institute on Global Commons and Climate Change (MCC), EUREF Campus 19, Torgauer Strafie 12-15, 10829 Berlin, Germany
® Potsdam Institute for Climate Impact Research (FIK), Member of the Leibniz Association, P.O. Box 60 12 03, D-14412 Potsdam, Germany
 School of Earth and Environment, University of Leeds, Leeds LS2 9JT, Unifed Kingdom

2 Hertie School, Friedrichstrafle 180, 10117 Berlin, Germamny

* Wuppertal Institut firr Klima, Umwelt, Energie gGmbH, Doppersberg 19, 42103 Wuppertal, Germamny ——

1 I
—— lignite production

—— hard coal production
—— hard coal import

Energy Research & Social 5.E —
Science 2021, 72, 101869;
https://doi.org/10.1016/.erss.20
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https://doi.org/10.1016/j.erss.2020.101869

TDM HINTS & SUPPORT

Data

= Turn to UB Bern before start scraping a database — a university-wide block may occur!
= Ask UB Bern for specific data (and digitization) demand

m Resources for TDM website (english version: work in progress)

= Vendor’s TDM platforms on the rise (e.g. Nexis Data Lab with worldwide news data)

Infrastructure

= No special infrastructure needed to start with TDM (see Methods & Tools next slide)

= (for bigger data: UNIBE’s High Performance Cluster UBELIX)


https://www.ub.unibe.ch/recherche/e_medien/text__und_datamining/index_ger.html

TDM HINTS & SUPPORT

Methods & Tools

Wide landscape, open and proprietary tools...

Rely on software (e.g. Voyant,VVeblicht, Text analysis in SPSS)

Start with coding (R, Python/Jupyter) — greater possibilities, better reproducibility

Use Jupyter with Python or R without installing local: noto.epfl.ch

Python introductory courses at Science |1 Support

UB Bern’s Digital Toolbox: Jupyter Notebook Tutorials for data work (e.g. OCR, NLP)



https://voyant-tools.org/
https://weblicht.sfs.uni-tuebingen.de/weblicht/
https://noto.epfl.ch/
https://www.scits.unibe.ch/training/training_and_workshops/trainings_and_workshops/
https://github.com/ub-unibe-ch/ds-pytools

GO FURTHER...

Tutorials & Materials

Online-Tutorial: OpenMinTeD Introduction to TDM

GESIS materials (videos, tutorials) Capacity Building in Computational Social Science

GESIS current series Computational Social Science and Digital Behavioral Data
ePol Text Mining Verfahren (e TMV) (short example studies, in German)
Constellate Tutorials & Jupyter Notebooks for Python and TDM

...and a myriad of other material on the web...


https://www.fosteropenscience.eu/learning/introduction-to-text-and-data-mining/#/
https://www.gesis.org/en/services/sharing-knowledge/gesis-training-alt/css-capacity-building
https://www.gesis.org/en/services/sharing-knowledge/consulting-and-guidelines/meet-the-experts
http://www.epol-projekt.de/etmv
https://ithaka.github.io/tdm-notebooks/book/all-notebooks.html

BIG DATA AND
SOCIAL SCIENCE

GO FURTHER... =

Grundlagen und Anwendungen zwischen
qualitativer und quantitativer Diskursanalyse

) Springer

Methodology

m  |gnatow, G. & Mihalcea, R. Text Mining:A Guidebook for the Social Sciences. (Sage, 2017). doi:10.4135/9781483399782.

®  Foster, ., Ghani, R., Jarmin, R. S, Kreuter, F. & Lane, J. Big Data and Social Science: Data Science Methods and Tools for
Research and Practice. (Chapman and Hall/CRC, 2020). doi:10.1201/9780429324383.

®  Lemke, M. & Wiedemann, G. Einleitung: Text Mining in den Sozialwissenschaften. in Text Mining in den
Sozialwissenschaften: Grundlagen und Anwendungen zwischen qualitativer und quantitativer Diskursanalyse (eds. Lemke, M.
& Wiedemann, G.) 1-13 (Springer, 2016). doi:10.1007/978-3-658-07224-7 1.

= Wiedemann, G. & Lemke, M. Text Mining fur die Analyse qualitativer Daten. in Text Mining in den Sozialwissenschaften:
Grundlagen und Anwendungen zwischen qualitativer und quantitativer Diskursanalyse (eds. Lemke, M. & Wiedemann, G.)
397419 (Springer Fachmedien, 2016). doi:10.1007/978-3-658-07224-7 _15.

®  Manderscheid, K. Text Mining. in Handbuch Methoden der empirischen Sozialforschung (eds. Baur, N. & Blasius, J.) | 103—
| 116 (Springer, 2019). doi:10.1007/978-3-658-21308-4_79.

= Mayerl, Jochen. Bedeutet 'Big Data' das Ende der sozialwissenschaftlichen Methodenforschung? [Essay] in Soziopolis
(-..2015). link



https://doi.org/10.4135/9781483399782
https://doi.org/10.1201/9780429324383
https://doi.org/10.1007/978-3-658-07224-7_1
https://doi.org/10.1007/978-3-658-07224-7_15
https://doi.org/10.1007/978-3-658-21308-4_79
https://www.soziopolis.de/bedeutet-big-data-das-ende-der-sozialwissenschaftlichen-methodenforschung.html

THANK YOUI!
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