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 
Abstract: This paper presents a new searching algorithm titled 

“Two Dimensional Real Time Spiral Search Algorithm 

(2DRTSSA)” to compute the stereo correspondence or dense 

disparity map of two rectified images. The proposed algorithm can 
estimate the minimum stereo correspondence or disparity among 
all the window costs of a fixed axis from minimum to maximum 
range of that axis. It can also simultaneously calculate the dense 
disparity of another axis with the same range of axis. So the 
proposed method calculates stereo correspondence two 
dimensionally at a time and thus it increases the speed and 
accuracy over the existing state-of-the-arts methods of one 
dimensional and left-right searching strategy. The 2DRTSSA 
method calculates firstly the two window costs; one is along with 
the +x direction and another is along with –y direction .The 
minimum disparity of estimated two window costs and their 
distance parameters are remaining contribute in final selection. 
The rest of two window costs of –x direction and +y direction are 
also calculated using the same procedure. The minimum disparity 
of newly estimated two window costs and their distance are 
remaining contribute in final selection. The process is then 
repeated for the successive pixels of reference image along with 
the 2D scan lines from left to right of the whole image. The 
2DRTSSA method is able to optimize the speed and accuracy of 
estimated dense disparity. Experimental results are compared in 
Section-IV (A), Section-IV (B) and Section-IV(C) with the current 
state-of-the-arts methods those are tested on Middlebury Standard 
stereo data set. The proposed 2DRTSSA method establishes the 
highest speed and accuracy with properly reconstructed 3D of 
dense disparity image. 

 
Index Terms: Stereo correspondence, window cost, spiral 

search, disparity, sum of square differences, normalized correlatio 
technique. 

I. INTRODUCTION 

 In a binocular vision, stereo correspondences or disparity 

is the most important factor to track the viewing objects 
exactly .In most cases it is defined by the parameter d and 
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refers to the differences of x-axis between left and right 
images captured by the stereo visional respective eyes. Now a 
days it challenges to compute the disparity in real time based 
applications. This parameter can be calculated by the 
following- 

 
 

RL XXd                                                               (1) 

Where,     XL is the reference pixel position in left image. 
     XR is the corresponding pixel position in right image. 
The parameter disparity d of stereo images is most essential 

to compute the depth of information of an object. If Bdt is 
baseline distance of two horizontally placed cameras, F is the 
focal length of camera, the depth z of information of an object 
can be computed by the following- 

 
d

FB
z dt                                                                      (2) 

The main objectives of stereo matching are to outline the 
disparity map based on all stereo correspondences stereo 
images. The dense disparity map is essential for robotic 
vision, pedestrian navigation, 3D tracking and reconstruction. 
Disparity is normally estimated by using Sum of Square 
Differences (SSD), Sum of Absolute Differences (SAD), or 
Normalized Correlation Techniques (NCT). Window cost 
aggression technique is mostly used because of its efficiency 
and very simplicity of implementation. In case of window 
system there are major problems for selecting the accurate 
size and shape of operating windows [1- 2]. In order to 
manage these problems some authors implemented adaptive 
windows of variable shapes and sizes[3-7] that causes more 
computational time for different mask or kernel  sizes. To 
explore the best window cost the authors of [6] and [7] have 
done the direct search on different window sizes and 
silhouettes. In [8], color stereo image processing has shown 
better accuracy but it requires huge computational time. It 
needs high speed estimation of dense disparity [9-10] for the 
application of autonomous driving, 3D object recognition, 
pedestrian detection etc. In Virtual Masking System [9] the 
computational performance has been upgraded by excluding 
its false matching correspondences. +45o and -45o searching 
ideas are employed in [11] that extracts the best 
correspondences to overwhelmed the window-based 
problems. The similar very basic idea is presented in [12] but 
after huge modifications the proposed method differs mainly 
by the simultaneous searching that able to reconstruction 3D 
scenes, improves speed and accuracy. 
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 The better classifications have opened by Scharstein and 
Szeliski [13] and many novel approaches have been presented 
here. Primarily matching algorithms are classified with 
respect to spare output and dense output. Feature based 
methods that based on segments or edges between stereo 
images result sparse output.  

Such type of output has the limitations both speed and 
accuracy due to their disadvantages causes it dreadful for 
many applications. Dense disparity estimation algorithms are 
divided into local and global ones. Local methods are also 
known as area based stereo matching that can perform better 
speed compare to global methods. According to this, disparity 
is being calculated at a point in a fixed window. Global 
methods are also known as intensity or energy based stereo 
matching that can perform better accuracy compare to local 
methods. According to this method, the global cost function is 
reduced as minimum as possible. This cost function 
synthesizes image data and smoothness terms. Besides these 
some algorithms are not fallen into above mentioned two 
categories. Recently, neural adaptive stereo matching [15] are 
done by trained neural networks based on window size and 
shape. One dimensional cellular automation filter [18] makes 
the algorithm more adaptive to each window. Yoon et al. [17] 
used SAD method and a left-right consistency check that 
performed like real time system. Yoon’s method can process 

7 fps for image resolution of 320×240 with levels of disparity 
32. The experiment has been implemented by an Intel 
Pentium 4 processor at 2.66GHz. The uses of Cellular 
Automata (CA) are presented in [18].Real-time extraction of 
disparity maps was demonstrated by this method. It can 
process the input image with a speed of 40 fps. This method 
also based on SAD matching cost. A window-based method 
uses different support-weights in [19]. To decrease the image 
obscurity [20], the support-weights of the pixels are 
accustomed based on geometric proximity and color 
similarities. The research work presented in [20] based on 
unified framework that supports the fusion of any partial 
knowledge such as matching features and surfaces about 
disparities. In order to use of standard dynamic programming 
it combined edge, corner and dense stereo corresponding 
algorithm to act as a controller points. According to Bayesian 
estimation theory [22], the continuity, coherence, occlusion 
constraints and the adjacency principal are taken into 
considerations to assign disparities. Dense disparity map is 
estimated by an adapting window based method [23]. The 
recent works of related problem to the matching costs are 
stated in [24] and [25]. The authors used bilateral filter to 
determine the cost aggregation and in order to reduce the 
computational cost they also limit the label space. The work in 
[26] can be considered as a cost aggregation method by 
guided image filter. The average runtime [26] of the four 
standard Middlebury data sets is 960 milliseconds reported in 
[29]. So the run time of single image pair like Tsukuba or 
Venus is about (960÷4) 240 milliseconds. Disparity space 
image (DSI) structure and gradient information has been 
combined as a new technique is first time introduced by Nadia 
Baha and Slimane Larabi [27]. They used DSI technique with 
adaptive window – support. Another approach is introduced 
by themselves as DSI and refinement. The experimental 
results take time 0.2 second and 0.39second respectively for 

processing Tsukuba head image pair. A new geodesic o (1) 
filter is employed in [28] for the reliable disparity 
propagation. Such type of filter is very operative for the cost 
matching. As it is state-of –the-art method and the speed of 
this method has been justified on the Middlebury standard 
data set, so we can compare this paper to our proposed 
2DRTSSA method. 

Xun Sun et al. [28] perform the experiment on PC 
furnished with a 3.0 GHz Intel i5 CPU, 8 GB of memory and a 
Geforce GTX 580 graphics card. The processing time on 
Middlebury standard data set is only 9 milliseconds. 

A cost aggression has been adaptively estimated on a tree 
structure derived from the stereo image pair to preserve depth 
edges [29]. This latest idea is launched by Q.Yang [29] in 
which shortest distances measure the similarity between two 
pixels on the tree. The average run time of the four standard 
Middlebury data sets are 90 milliseconds using the tree 
filtering method. But he et al. [29] mentioned in same section 
that the runtime is 7 milliseconds on average on the 
Middlebury data sets. For identically comparison to our 
proposed method we consider his second result, it takes 7 
milliseconds on average on the Middlebury data sets. Q. Yang 
tested his experiment on a MacBook Air laptop computer 
with a 1.8 GHz Intel Core i7 CPU and 4 GB memory. 

Another recent method achieves the state-of-the–arts result 
on Middlebury stereo data sets that performs stereo matching 
as a two steps energy-minimization algorithm [30]. The 
running time of this method is 3 seconds only for Tsukuba 
data set and 20 second for Teddy data set on a PC having an 
Intel Core i5-4300U 1.9-GHz CPU and a 6-GB RAM. 
Semi-global matching and cost is refined by cross-based 
aggression [31] has been introduced by J. Zbontar and Y. 
LeCun . Y. LeCun el at. [31] also uses left-right consistency 
check to remove the inaccuracies. The experiment performs 
on KITTI stereo data set. With the above review we found 
that the researchers employed window-based techniques, tree 
structure, energy minimization and geodesic o (1) filter to 
calculate the matching costs one dimensionally. But in our 
proposed method we calculate 2D matching costs 
simultaneously. This is the main difference between the 
proposed state-of-the –art method and other latest methods. 
The mentioned recent methods are very similar to our 
proposed method but differing mostly in optimal searching 
technique. Beside these analysis, the work in [28] requires 
preprocess and the works in [27], [29], [31] needed post 
processing steps like refinement, filtering and histogram 
equalization. Finally the only work in [30] is tested without 
post processing. The proposed 2DRTSSA method also runs 
without preprocessing and post processing. The experimental 
disparity maps are directly eligible to compare with ground 
truth dense disparity. In our research we have done that the 
experimental proposed cost contributes to achieve the 
state-of-the –art results. So considering the direction of search 
similarity, identical stereo data set (Middlebury Standard data 
set) and hardware platform we can consider the papers of 
[14], [27], [28], [29] and [30] to compare the state-of-the-arts 
of proposed 2DRTSSA method.  
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The main contribution of this paper is fully two 
dimensional search based window cost speedy method with 
following advantages- 
 Experimental results demonstrate that the 3D 

reconstruction of output disparity map is very similar to 
ground truth dense disparity. 

 We observe 1052 fps for input images with 384×288 
(Tsukuba head pair) pixel resolution. 

 The proposed method’s experimental results have been 
compared with some state-of-the- arts methods and it 
claims that the proposed 2DRTSSA method is currently the 
state-of-the-arts both in computational time (only 0.95ms) 
and speed for Tsukuba stereo pair with upgrading the 
accuracy of 93.8% and only 6.2% bad pixels in percentage 
with threshold 1. 

II. PROPOSED 2DRTSSA SEARCH METHOD 

The innovative 2DRTSSA search method can be explained 
as a co-ordinate geometric concept .The search ranges are 
outlined in Figure 1 that shows the search coordinates range 
(-Cxmin , -Cymin) to (+Cxmax  , +Cymax) instead of using –dmax to 
+dmax  in one dimensional existing system. Accordingly, the 
proposed method is operated in two dimensionally at a time. 
In first phase, first search is done concurrently in the 1st and 
3rd quadrants of right image as indicated in Fig. 1(a). In 
second phase, second search is performed in the second and 
fourth quadrants of right image .In both cases the searching 
commences from the starting point (say –Cxmin ,0) to the 
ending point (+Cxmax ,0) as shown in Fig. 1(b). Every iteration 
program sequence tends to reach to the origin point. Each 
reference pixel of reference image (left image) is hunted in the 
two axial coordinate’s points according to the stated search 

method. According to the proposed 2DRTSSA method, each 
pixel of reference image is firstly compared with negative 
x-direction of right image as well as positive y-direction of 
right image tailed by one pixel gap. Suppose in two cases, two 
separated window costs are determined as d1 and d2, 
respectively. Secondly, the same pixel is compared with 
positive x-direction of right image as well as negative 
y-direction of right image tailed by one pixel gap. So, another 
two distinct costs are determined as d3 and d4, respectively. 
All of the experimentally estimated disparities {d1, d2, d3, d4 
…d+Cxmax} are passed to the minimum function of array di. As 
a final point, the final disparity d is selected from the set of 
elements WC(x,y,di),i.e. Wc(x,y,d)  Wc(x,y,di).Therefore the 
stereo correspondence or disparity of a reference pixel of left 
image is P(x,y)=d. 

The process is then repeated for the successive pixels of 
reference image along with the 2D scan lines from left to right 
of the whole image. With the above mentioned strategies the 
proposed method avoids the repetition of redundant 
comparisons and false matching’s causes to increase the 

computational speed and accuracy. 
 
 
 
 
 
 

 
 
 
 
 
. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 1. Illustration of 2DRTSSA search method with 
co-ordinate prefecture. 

III. ALGORITHM AND FLOWCHART OF 2DRTSSA 

 
1. Initialization: P(x, y) =0. 
2. Repeat step 3 to 5 for each pixel P(x,y) 
3. Repeat step for Cid =  -Cmin to  +Cmax  do 

                Compute window cost Wc((x+Cid*2),y,d1) 
Compute window cost Wc(x, (y+cid*(-2) +1), d2) 

 Wc(x,y,di) = minimum(d1,d2) 
4. [Exit step 3] 
5. Find the minimum  cost  Wc(x,y,d)  Wc(x,y,di) 
6. [close  step 2] 
7. Final Disparity of  P(x,y) = d 
8. Exit 
The key idea of this algorithm states that the search is 
divided into two regions which are well defined in step 3. 
One cost aggression is estimated along the x axis on 
photometric point ((x+Cid*2), y) while the other cost 
aggression is estimated along the y axis on photometric 
point (x, (y+cid*(-2) +1).Two axis are selected 
simultaneously by the expression in the first bracket in 
step 3.  
 
 

Negative y 
Minimum 
depth set 2 

Positive x Negative x 

Positive y Minimum 
depth set 1 
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So the proposed method searches a reference pixel on 
two probable space at a time within a finite range Cid .On 
the contrary, the existing state-of-the-arts algorithms 
search a reference pixel only one space at a time. So this 
idea makes the proposed method faster than existing 
methods.  

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

IV. COMPUTATIONAL COMPLEXITY 
ANALYSIS 

The computational complexity of 2DRTSSA algorithm is 
O(n×w/2), where n is total number of candidates pixels and w 
window size of mask. Two matching costs are estimated two 
different co-ordinates (x and y) at the same time. The main 
idea of this method is that 50% window costs can be estimated 
by instruction pipelining. So two pipelining calculations (in 
C++ code) executed in one instruction per cycle. That is the 
main reason to reduce the computational time of proposed 
method. The required memory depends only the size of n i.e. 
it directly proportional to image size. It apparently seems to 
require more space for two window costs at a time. But 
actually the proposed algorithm compares instantly two 
window costs, selects the minimum one window cost, and 
discard the other. The total run time for the Tsukuba head 
image pair is 0.95 milliseconds on the hardware of Intel Core 
i3, 2.3 GHz processor with 4 GB DDR3 RAM. 

V. EXPERIMENTAL RESULTS 

The experiments are performed on Middlebury standard 
stereo images of Tsukuba stereo pair. The computational 
time, speed and accuracy of the proposed algorithm have been 
justified over the said stereo images of Tsukuba head. The 
experimental dense disparity maps are estimated from left and 
right image applying 2DRTSSA is shown in Fig. “4-9”. 
Fig.10. shows standard dense disparity of ground truth image.  

Experiments are performed on Intel Core i3, 2.3 GHz 
processor with 4 GB DDR3 RAM. The algorithm is 
performed by Visual C++ programming language. To 
determine the correspondence of a pixel of reference image, 
the window costs are estimated for the candidates’ pixels of 

right image within the search range -10 to +10. The 
experimental results state that the proposed algorithm is 
currently the best cost aggression method among the existing 
state-of-the-art methods. The top performer algorithms are 
reported in [27], [28], [29] and [30]. All are ranked by 
Middlebury benchmark [33]. So we have to prove the claim 
by comparing the time and speed with the top performer 
algorithms which demonstrated in Table I. The disparity maps 
of the Middlebury data set for Tsukuba head are estimated by 
proposed 2DRTSSA method are illustrated in Fig. 2(b). 
Table-I shows that the proposed 2DRTSSA algorithm 
outperforms the current and earlier top performer algorithms. 
Moreover, the proposed method is faster than all others top 
performer algorithms. The accuracy of the proposed 
algorithm for Tsukuba head is 93.8% i.e. the bad pixel in 
percentage with the error threshold is only 6.2% which is 
almost the same of the top algorithms. Little variation of 
accuracy occurs due to orientations of pixel redundancy. The 
experimental results are analyzed in three phases are stated 
below- 

A. Experiment 1: Observation of 3D Reconstruction and 
Objects Recognition of Experimental Output. 

The Tsukuba stereo pair of input images contains different 
objects at different depth of positions.  

 

Ye
s  

No 

Yes  

No 

Start 

Set the image value in an array 
 

For each pixel (x,y) 
Cid<=+Cmax? 
 

Calculate the window cost of positive x 
axis 
 

Calculate the window cost of negative y 
axis 
 

Calculate the minimum window costs 

from d1 and d2 

Wc(x,y,di) = min(d1,d2) 
 

 
 Find the best Wc(x,y,d)  Wc(x,y,di) 
 

 
 

For each pixel (x,y) 
Cid <= +Cmax? 
  

Calculate the window cost of negative x 
axis 
 

Calculate the window cost of positive y 
axis 
 

Calculate the minimum window costs 

from d3 and d4 

Wc(x,y,di) = min(d3,d4) 
 

 
 Find the best Wc(x,y,d)  Wc(x,y,di) 
 

 
  
Disparity of (x,y)=d 
 
 

 
 Stop 
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Background and foreground objects are situated at 
different depth. Almost overlapping objects are found in 
background of Tsukuba stereo pair those are occlusions and 
poor objects. However these stereo pair also contains some 
special regions like head of the statue, table lamp and video 
camera. These types of regions are really quite difficult to 
separate from other objects by stereo matching process. So 
the first challenge is to distinguish the different depth by 
marking the different gray level value of output image. 
Nearest object is shown by more white color and farthest 
object is shown by dark grey level value or black. It is worth 
observing that the 3D structure of output image has been 
reconstructed clearly in Fig.  2(b) where the face of the statue, 
table lamp, video camera as well as interesting objects are 
recognized (seen) easily. Moreover the objects’ depths are 

observing on nearest objects are seen by more white color and 
deeper objects are seen by dark grey level value or black as 
shown in Fig.  2(b). Consequently, the camera and its trestle 
nearest objects such as face (head) of Tsukuba, table lamp are 
visualized by all most white color. On the contrary, the 
camera and its trestle’s farthest objects such as video camera, 

book shelf, background wall of Tsukuba stereo pair are 
reconstructed with all most black color. 

Object borders are clearly recognized in estimated dense 
disparity image, i.e. border localization problem of article 
[14] are solved in the proposed method. The output images 
are further fed into the object’s detection algorithm and the 

output image’s objects border are identified which are 

illustrated in Fig.  2(a) and Fig.  2(c).  
 
 
 
 
 
 
 
 
 
 
 
 
 
 

(a) 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
(b) 

 
 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

(c) 
Fig. 2. Localized objects’ borders. 

The details of estimated dense disparity image are 
compared to ground truth image of Tsukuba head. The 
experimental results obtained by the 2DRTSSA method on 
Tsukuba head are very similar to their ground truth image. 
The estimated dense disparity’s 3D structure is recovered and 
its objects border are correctly identified which are outlined 
in Fig. 2(a) and Fig. 2(c).  So the result ensures that the similar 
depths are found in estimated dense disparity which is 
outlined in Fig. 2(b). 

B. Experiment2:  Computational Cost Calculation and 
Comparison with Other State-of-the-Arts Methods: 

Disparities of reference image are estimated by Sum of 
Square Difference (SSD) technique using 2DRTSSA search 
algorithm without any pruning for different window sizes. 
The disparities are estimated with the search range from -10 to 
+10.The effects of said search are investigated with respect to 
computational costs and speed (in fps). The computational 
costs and speed (in fps)  performances of proposed 2DRTSSA 
method has been compared with other state-of-the-art- 
methods [27-30] and proposed method’s performances have 

been tested in the  machine of  Intel Core i3, 2.3 GHz 
processor laptop with 4 GB DDR3 RAM. 

The 2DRTSSA’s experimental results have been compared 

with the result of methods those are tested on Middlebury 
standard data set. The ranking results in Table-I indicate that 
the proposed 2DRTSSA method is ranked 1st out of existing 
four states-of-the- arts methods [27-30]. It shows the highest 
speed 1052 fps and lowest computational time 0.95 ms among 
the four latest methods with lower configuration of machine. 
So it is claimed that the proposed method is currently the 
state-of-the-arts method for Tsukuba head image pair with 
3X, 7X, 9X, and 3157X faster than the methods of [14], [29], 
[28] and [30] respectively.  
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Table-I: Numerical Comparison of proposed 2DRTSSA 
and existing state-of-the-art methods. 

 
Methods 

Machine 

 
Computational 

time 
(Millisecond) 

Speed 
 

(fps) 

 
Rank 

2DRTSSA 
[proposed] 

2.3 GHz , Intel 

Core i3 
0.95 1052 1 

Fast Area Based 
method[14] 

2.3 GHz , Intel 

Core i3 
3.05 328 2 

Tree filtering [29] 

1.8 Ghz, Intel 

Core-i7 
7 143 3 

Edge-aware & 
Geodesic 
filter[28] 

3.0Ghz,Intel 

Core-i5+Geforce 

GTX card 

9 111 4 

DSI & Adaptive 
Support[27] 

2.2Ghz,Core 

Duo 
200 (0.2 sec.) 5 5 

Energy 
Minimization[30] 

1.9 Ghz, Intel 

Core-i5 
3000 (3 sec.) 0.33 6 

C. Experiment 3:  Accuracy of Proposed 2DRTSSA Method 

The accuracy of this algorithm has been justified over 
standard stereo images of Tsukuba head. Table-II illustrates 
the accuracy of proposed 2DRTSSA method applied on 
standard stereo images of Tsukuba head and also represents 
the accuracy and bad pixels in percentage with error threshold 
1. 
 

 

 

 

 

 

 

Fig. 3. Run time snapshot of  2DRTSSA method for 
accuracy. 

 

 

 

 

 

 

Fig. 4. Dense disparity map for window size 33 

. 

 

 

 

 

 

 

Fig. 5. Dense disparity map for window size 55. 

 

 

 

 

 

 

Fig. 6. Dense disparity map for window size 77. 

 

 

 

 

 

 

Fig. 7. Dense disparity map for window size 99. 

 

 

 

 

 

 

 

Fig. 8. Dense disparity map for window size 1111. 
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Fig. 9. Dense disparity map for window size 1515. 

 

 

 

 

 

 

 

Fig. 10. Dense disparity map of ground truth image. 

In order to estimate the accuracy of the said method we 
have tested the experimented using different mask sizes which 
results are outlined from Fig. “4-9”.  From Table-II the 
numerical evaluations confirm that the bad pixel in 
percentage is only 6.2% with error threshold 1. But using the 
same condition bad pixels in percentage were 6.33%, 7.88%, 
and 7.18 % reported in [28], [29] and [30] methods 
respectively for Tsukuba head with the experiments of 
Middlebury stereo data sets.  

 
Table- II: Accuracy of 2DRTSSA for Tsukuba stereo 

pair. 
Window size 

(pixel) 

 

Accuracy (%) 

Bad Pixels (in %) with 
the Error Threshold 1 

3×3 73.3 26.7 

5×5 79.8 20.2 

7×7 92.1 7.9 

9×9 93.2 6.8 

11×11 93.8 6.2 

15×15 83.6 16.4 

17×17 83.3 16.7 

19×19 72.9 27.1 

21×21 72.4 27.6 

Table-II suggests that accuracy is gradually increased if 
widow size increases .But this is valid from window size 3×3 
to window size 11×11 only. The lowest accuracy started from 
73.3% for 3×3 window size and the highest accuracy occurs 
at 93.8% for widow size 11×11 with bad pixel in percentage 
only 6.2%. After that if we increase widow size (like 15×15, 
17×17 etc.) the accuracy is decreased and it reaches at 72.4% 
for widow size 21×21. The graphical interpretation is also 
illustrates in Fig. 11. that also prompted the best operating 
window size which is 11×11 for best accuracy of robotic 
vision.  

 

 

 

 

 

 

 

 

 

 

 

Fig.  11.  Illustrates the correct matching of estimated 
dense disparity with ground truth image of Tsukuba 

head. 

VI. CONCLUSION 

The main contribution of the proposed method is to speed 
up the computational time. Its aim is also to improve the 
strength of the window based cost aggression method in order 
to use in real time application. The speed of our algorithm is 
1052 fps for input images of Tsukuba head image pair. So it 
can scan, calculate, process and display output 1052 
frame/second for the case of standard Tsukuba head image 
pair. We implement it by 2D parallel costs estimation causes 
to reduce the computational costs. 

Moreover, the 2DRTSSA algorithm does not require 
additional programmable 3D hardware like 3D Graphics 
Processing Unit (GPU). The proposed 2DRTSSA method 
demonstrates the state-of-the-arts results and outdoes the 
existing top methods. In future we will consider fuzzy based 
technique to extend the research works for better realization 
of its behaviors. 
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