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Abstract— We propose the integration of power-over-fiber (PoF) 

in home networks with multi Gbit/s data transmission based on 

wavelength-division-multiplexing (WDM) in step-index plastic 

optical fibers (SI-POF). Different powering architectures are 

described. The efficiencies of different components are discussed 

to address the maximum remote energy that can be delivered. 

Experimental results show the ability of the system to deliver 

several mW of optical power with negligible data signal quality 

degradation and with BER of 1×10-10.  The potential of utilizing 

PoF in combination with low-loss WDM-POF to optically 

powering multiple devices for specific in-home applications and 

IoT ecosystems is discussed. A PoF scalability analysis is detailed. 

 
Index Terms—  plastic optical fiber, home network, power-over-

fiber, step index fiber, smart remote node, Internet of Things 

(IoT), sensor network. 

 

I. INTRODUCTION 

arge core step-index (SI) plastic optical fiber (POF) has 

been recognized as a strong candidate for in-home 

networking [1] due to many advantages such as easy 

installation and high bending tolerance in comparison with 

multimode silica fibers. Nowadays there is an increasing 

demand on operators to develop a home network that 

guarantees gigabit speeds to the customer due to the growth of 

different multimedia end-user services like high definition TV, 

IPTV or any Internet-based service [2]. Current home networks 

are predominantly a mixture of different network technologies, 

each originally optimized to carry a particular kind of 

communication service. Moreover, the booming amount of 

heterogeneous services supported by wireless devices may 

cause congestion in the radio-frequency (RF) spectrum as well 

as coverage and throughput issues thus hampering a reliable 

communication. Trends are becoming visible to make a 

transition to simplified pico- and/or femtocells which cover 

smaller areas suitable for the in-home scenario, generally based 

on a single access point (AP) in each room, and thus reduce 

potential interference and congestion issues. Less transmitted 

power from antenna is then required but at the cost of requiring 
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more APs. Another approach that is recently receiving growing 

attention is visible light communication (VLC) transmission, 

generally based on light emitting diodes (LEDs), which can be 

directly modulated and used as wireless transmitters [3]. Both 

approaches require a dedicated indoor fiber backbone network 

providing bandwidth enough to distribute the broadband signals 

to each wireless transmitter site, that may include wavelength-

division-multiplexing (WDM) capabilities [4,5]. And plastic 

optical fibers are one of the most promising candidates for the 

in-home distribution optical network. 

Different bandwidth-efficient modulation schemes have been 

proposed to overcome the limited bandwidth of POF of around 

200 MHz × 50 m, mainly due to intermodal dispersion, and to 

meet the expectation for the data rates required within the in-

home scenario [6,7]. Recently, many proposals report the 

capability of increased transmission capacity in terms of Multi 

Gbit/s, and particularly over SI-POF. 10 Gbit/s of data rate (R) 

over 10 m-long single SI-POF link with BER of 1×10-2 is 

achieved based on 32-PAM modulation and a multilayer 

perceptron-based equalizer utilizing a red LD [8]. POF large 

core diameter attract the use of light emitting diodes (LED) to 

achieve low cost links with the additional advantages of less eye 

damage risk for indoor free-space optics. In [9], 10 Gbit/s is 

achieved over 10 m with BER < 1×10-3 using two µLED and 

APD receivers. Violet, green and blue µLEDs are employed 

with PAM modulation in combination with WDM free-space 

components to achieve 11 Gbit/s over 10 m with BER < 1×10-3 

[10]. In [11] a cyan LED with 47 µm active diameter is used 

with achieved data rates of 5.5 Gbit/s and 5.8 Gbit/s at BER of 

1×10-3 over 1 m-long SI-POF with NRZ and 4-PAM 

modulations formats, respectively. The design of µLED-based 

arrays that can be used for VLC-POF links is also reported in 

[12]. Moreover, SI-POF links based on laser diodes (LD) with 

higher output powers and WDM technology are also proposed 

to extend the transmission distance up to 100 m with data rates 

of 10.7 Gbit/s and BER of 1×10-3 [13]. In [14] low-insertion 

loss multiplexer/demultiplexer devices are developed thus 

allowing the implementation of visible WDM links over SI-

POF with low power penalty [14]. These Gbit/s communication 

speed experimental trials demonstrate the feasibility of using 

large core SI-POFs as the wired solution for indoor optical 

communication in the near future to meet end users’ data rate 

demands.  

On the other hand, Internet-of-Things (IoT) smart home 

applications can be easily integrated with the physical 

infrastructure of these in-home POF-based high capacity 

solutions. This technology is increasing rapidly everywhere 

including the in-home scenario and with different applications 
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like healthcare, education and building architectures with the 

expectations of billion smart devices in the near future. IoT 

applications key aspects are ubiquity as well as energy demands 

of low-power, low-cost and small-sized smart remote nodes. 

The current evolution of low-power IoT ecosystems enables the 

utilization of Power-over-Fiber (PoF) systems to remotely feed 

sensor nodes via optical fiber [15]. PoF is of great advantage in 

environments with high electromagnetic interference (EMI) 

and provides inherent immunity to surrounding electromagnetic 

fields thus avoiding the use of any conventional EMI reduction 

technique for the power distribution. Step-index (SI) fibers are 

preferable over graded-index (GI) counterparts due to the mode 

field diameter restriction with respect to the maximum power 

injected into the fiber [16]. Some experiments over POFs 

reporting hundreds of mW of electrical power to the load have 

been demonstrated [17] and some partial analysis of the impact 

of  PoF on SI-POF links have been discussed [18, 19]. Energy 

harvesting techniques from surrounding energy sources like 

heat and/or electromagnetism [20] can also be employed to 

generate additional electrical power supply in combination with 

PoF. Some proposals report energy harvesting systems based 

VLC that can provide electrical powers of around 1.5 mW [21, 

22].     

In this work, a real-time (RT) WDM system with maximum 

capacity of 4 Gbit/s over a 10 m-long SI-POF is proposed in 

combination with power-over-fiber (PoF) capabilities. The PoF 

system is implemented through the same POF fiber lead and 

shows the capability of providing energy to specific 

applications compatible with in-home wired/wireless IoT 

ecosystems. The potential of using PoF technology in these 

environments is also discussed. The system efficiency in terms 

of power per transmitted bit (PTb) for the data signal and the 

maximum energy that can be delivered by the PoF channel with 

no penalty in the data traffic quality is evaluated. A comparative 

study of our proposal with respect to current state-of-the-art for 

Multi Gbit/s systems over SI-POF is presented. Finally, a 

detailed study of the scalability of our proposed PoF system for 

remotely feeding a smart IoT ecosystem in the in-home scenario 

is addressed.  

 

II. POWER OVER FIBER INTEGRATION IN INDOOR 

SOLUTIONS 

A schematic of the integration of PoF for in-home networks is 

shown in Fig. 1. It considers the use of in-home SI-POF to 

provide gigabit per second communication as well as remote 

feeding purposes to the in-home IoT ecosystem. The integration 

of the PoF technology for powering smart remote IoT home 

nodes in the most efficient way is a major challenge in these 

future networks. The rapid growth in low-power integrated 

circuits allow the possibility of IoT devices with power 

consumption of few microwatts [23]. The consideration of the 

wired/wireless solution to connect these in-home IoT 

ecosystem is of great importance. 

 Some aspects like maximum throughput and power 

consumption must be taken into account. Some technologies 

have proposed to enhance the performance of wireless IoT 

systems in terms of energy saving by using different protocols 

with lower power consumption like LoRaWAN and low power 

WiFi [24,25] compared to the current installed WiFi solutions. 

To connect the increased number of IoT devices current trends 

try to develop less power consumption devices but providing 

similar wireless connectivity. In [26] a new 28 µW ultra-low 

power consumption chip for wireless IoT connection is 

developed as a representative example. In this application 

scenario, we investigate the feasibility of PoF to provide energy 

for an in-home IoT ecosystem. A centralized PoF system is 

proposed compatible with most in-home network infrastructure 

approaches that have been proposed and investigated [1, 2, 27], 

where energy is delivered from the residential gateway to feed 

the entire IoT system from specific units named central units 

(CU). These CUs may be devoted for different indoor 

applications such as wireless access points (AP) or VLC 

communication purposes and may include different embedded 

smart functionality options.  

The proposed system can integrate the future 5G indoor 

architectures where each room within the home can be equipped 

with high connectivity provided by POF, and simultaneously 

offering reliable optically feeding IoT solutions as shown in 

Fig. 1. Generally, the PoF system consists of a LD at the 

transmitter side to provide the power, the optical fiber link and 

a photovoltaic converter (PV) at the remote site/unit to convert 

the energy. The residential gateway can provide the energy to 

different elements. Different powering topologies can be 

designed to feed multiple battery-free smart nodes each of them 

with specific energy management systems for specific power 

consumption. Table I gives an example of main blocks of 

intelligent IoT nodes including smart sensors with power 

consumption in the µW range suitable for their use in IoT 

applications inside home. 

 Using PoF can be cost-effective, achieving service continuity 

by remotely charging a node with local battery, and providing 

the ability of sending back information about link or device 

status as well as the measured information to the transmitter 

side in the case of a smart IoT home node. Moreover, this 

solution is compatible with potential energy harvesting 

capabilities embedded [28] in the node. 

 

 

III. POWER OVER FIBER SYSTEM DESIGN 

A. PoF Architectures  

In any PoF system over data transmission media there are 

mainly two architectures: a shared fiber scenario by using the 

same fiber for simultaneous data transmission and PoF delivery, 

or a dedicated fiber scenario using two independent fibers for 

data and PoF, respectively, as shown in Fig. 2.  

We can see that for the dedicated fiber scenario no optical 

DEMUX or filtering devices are needed at the reception stage, 

so the power can be directly delivered to the PV. However, 

these elements are required in the shared fiber scenario in order 

to split the data traffic in coexistence with the PoF signal into 

the same fiber lead. This fact leads to an extra penalty in the 

power delivery because of their insertion losses, but with the 

advantage of using a single fiber serving for both purposes. 

MUX devices are also needed to multiplex data and PoF in the 

shared scenario at the transmitter side. 



This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see https://creativecommons.org/licenses/by/4.0/.

This article has been accepted for publication in a future issue of this journal, but has not been fully edited. Content may change prior to final publication. Citation information: DOI 10.1109/JLT.2020.3025444, Journal of
Lightwave Technology

> REPLACE THIS LINE WITH YOUR PAPER IDENTIFICATION NUMBER (DOUBLE-CLICK HERE TO EDIT) < 

 

3 

 
Fig. 1.  Schematic of the proposed in-home network with PoF signal 
distribution. 

 

 

 

Fig. 2.  Different powering schemes. (a) Dedicated scenario. (b) Shared 

scenario.  PV: Photovoltaic cell. 

MUX/DEMUX devices in such types of systems are critical as 

they should have acceptable insertion losses (IL) and high 

crosstalk (CT) with capability of handling high PoF power 

levels depending on the final application. The effect of these 

power levels on the data signal quality is of great importance. 

 

B. Modeling signal to noise ratio and data transmission 

efficiency 

When considering shared scenario, it is important to verify how 

PoF power levels can affect the data transmission quality and 

efficiency. As previously discussed for silica multicore fibers, 

with other requirements, in [29]. 

The optical signal to noise ratio (SNR) model when optically 

delivering different levels of power on the same optical fiber 

needs to consider the added signal at a different wavelength 

from the data signal counterpart. In our calculations, we 

consider two laser diodes (LD), LD1 for data transmission and 

LD2 for the PoF channel. The optical power from LD1 is P1 

providing a Relative Intensity Noise (RIN), shot noise limited, 

given by [30]: 

                                    σ1 = ƞFOP1√RIN B                           (1)   

  where:                             RIN =
2hυ

P1
                      (2) 

TABLE I 

IOT NODE ELEMENTS AND POWER CONSUMPTION SPECIFICATIONS 

Function Device Type Cons. 

(µW) 

Control-
intelligence 

ECM3532 

Artificial intelligence dual-

core Arm Cortex-M3 plus 

NXP CoolFlux DSP 

100 

Communications Ref. [26] Wi-Fi connectivity 28 

Monitoring-

sensors 

HTS221 

LPS33HW 

H3lis331dl 

ISM303DAC 

Temperature and Humidity 

Pressure 

Motion sensor 

Magnetometer sensor 

7.2 

21.6 

36 

17.1 

 

 

where ƞ𝑭𝑶 is the fiber attenuation, h is the Planck constant, υ is 

the optical frequency, and B is the bandwidth of the system. 

The contributing noise terms at the detector with an incident 

optical power PD, i.e. the shot noise (σ2), dark current (ID) noise 

(σ3) and Johnson noise (σ4), respectively, are given by: 

                      σ2 =
1

ƞPD
√2qƞPDPDB                       (3) 

                     σ3 =
1

ƞPD
√2qIDB                   (4) 

                       σ4 =
1

ƞPD

1

ƞRx
2√KTARB                              (5) 

where ƞ𝑷𝑫 is the conversion efficiency of the detector, q is the 

electric charge, K is Boltzmann constant, TA is the 

temperature, ƞ𝑹𝒙, is the preamplifier gain, and R is the 

resistance, respectively. R could be the feedback resistor value 

of a transimpedance amplifier, for example.  

The SNR now can be expressed as follows: 

                     SNR =
PD

√(σ1)2+ (σ2)2+(σ3)2+(σ4)2
               (6) 

The main difference is provided by the added term in σ1 because 

of the RIN of the PoF laser; the effect will be higher for lower 

power levels of data channel at the receiver, PD. By estimating 

the maximum power of PoF channel allowed at the receiver for 

a specific SNR we can determine the minimum crosstalk 

required at DEMUX device at reception, shown in Fig. 2. 

About the data transmission efficiency, we define the power per 

transmitted bit (PTb) as [31]: 

 

                                 PTb =
β×Ipeak

T
                       (7) 

and 

                          Ipeak = mi × (Ibias − Ith)               (8) 

 

where β is the quantum efficiency of the LD, mi is the 

modulation index, and Ibias and Ith are the bias and threshold 

currents, respectively. T is the total network throughput and can 

be expressed as: 

 

                     T = R[1 − BER(Psize + IPG)]               (9) 
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where R is the data rate, Psize is the Ethernet packet size and IPG 

is the inter packet gap. By using these equations and depending 

on BER, the transmission efficiency yields: 

    Transmission  Efficiency =
T

R
× 100%            (10) 

 

Better BER values improve the transmission efficiency. For our 

experimental trials we select a system providing real Multi 

Gbit/s transmission in SI-POF [31] with BER of 10-10 for 

integrating PoF as well as testing impairment effects and energy 

efficiency degradation. 

IV. EXPERIMENTAL RESULTS 

A. Experimental testbed 

In this work, we experimentally demonstrate Gbit/s data 

transmission with PoF in a shared scenario over SI-POF. The 

schematic of the experimental setup is shown in Fig. 3. It 

includes an optical SI-POF link, a power laser, a data 

transmitter and a receiver.  

The set-up is based on a PC equipped with a 1 Gigabit Ethernet 

interface in combination with a Media Converter (MC) used to 

generate and to receive the transmitted data bits. The MC 

transforms the Gigabit Ethernet frames into a 16-level Pulse 

Amplitude Modulation (PAM) signal (named Tx-signal), and 

vice versa. At the transmitter side, the Tx-signal modulates the 

optical source of the data channel at 650 nm. The PoF signal is 

generated by a LD emitting at 405 nm. In this experiment, an 

external LD at 650 nm is used as the optical transmitter for the 

data channel instead of the LED provided by the MC in order 

to enhance the power budget of the link. Still the MC encodes 

the frames into a PAM signal and vice versa. Data and power 

channels are multiplexed and launched into a 10 m-long PMMA 

SI-POF link through a MUX device which is based on reflective 

diffraction grating technology with blazed profile and aspheric 

lens that can accommodate up to 6 channels with low insertion 

losses ILs ~ 4 dB, 3-dB bandwidth > 30 nm and size of ~65 mm 

x 55 mm. The designed MUX is bidirectional so another device 

with the same characteristics is used at the demultiplexing 

stage. Fig. 3 shows the layout of the MUX/DEMUX devises 

used, however more details can be found in [14]. At the 

reception stage, the received optical signal is converted back to 

the electrical domain by a PIN photodiode (PD) included in the 

MC. This MC is part of a fully integrated system [32] that 

establishes a real-time data link at 1 Gbit/s without any post 

processing. 

 
 

Fig. 3.  Schematic of the experimental setup.  

This system uses Multi-level Coset Codes (MLCC) for error 

correction and all the BER measurements in the next 

subsections are taken after the error correction process. The PD 

is monolithically integrated with the required amplifiers, logic 

and lenses. It features a high linear transimpedance amplifier 

for Gbit/s operation. The transmission system is chosen to have 

good performance in terms of high data capacity and BER to 

make it compatible with the application scenario discussed 

within section 2. 

 

B. Measurements of PoF impact on data transmission 

In this section, the designed system is evaluated, including data 

signal quality and energy efficiency potential degradation due 

to PoF along with required devices specifications. 

 

1) Shared scenario and PoF impact analysis 

To analyze if there is any influence in the data transmission 

quality when delivering different levels of power from the PoF 

signal on the same optical fiber we evaluate the evolution of the 

signal to noise ratio (SNR) through the monitoring features 

provided by the MC. For doing so, different measurements of 

SNRdecode (value detected by MC) and BER are carried out. All 

the measurements are done over a 10 m link length. 

In the first set of measurements, there is no DEMUX in the 

reception stage to study the influence of the PoF signal (405 

nm) into the data traffic channel (650 nm) so both signals reach 

the same PD. These measurements, apart from the impact effect 

on transmission, also provide data about the minimum CT 

specifications required at the DEMUX in the final application.  

We use normalized measurements to evaluate the degradation. 

The reference signal is the measured SNRdecode when the data 

signal is transmitted without PoF in the proposed setup. The 

measured SNRdecode is 32.05 dB with a BER equals to zero. The 

PD accepts a maximum input power up to 0.5 dBm. For 

avoiding the damage of the PD, we config.  the PoF power level 

at 405 nm received at the PD to be –0.2 dBm with additional 

received data signal of -8 dBm. In this case, the SNRdecode 

degrades in 4.1 dB. We then decrease the optical power energy 

delivered in steps of 3 dB resulting in a SNRdecode increment. 

This measured SNR shows negligible variations with respect to 

the reference signal up to a power channel level of – 12 dBm. 

In all the steps, the BER is < 1× 10-10 that represents a free error 

transmission.  

Afterwards, the input data signal is decreased, and set to – 12 

dBm and the PoF optical power delivered is set to -0.2 dBm, 

being both power levels measured at the PD. The same 

procedure to measure the SNRdecode is done. The measured 

SNRdecode is 28 dB when the data signal is transmitted alone. 

When both signals are multiplexed, the SNRdecode decreases in 

3.9 dB with PoF power channel at 405 nm of -0.2 dBm at the 

PD. The link is not established as the system requires SNRdecode 

≥ 25 dB for 1 Gbit/s transmission. The constellation diagrams 

of the three decoding stages at the receiver of the best and worst 

case are shown in Fig. 4. Using the equations (1) - (6) described 

within section 3. B, normalized SNR simulations are performed 

considering the parameters reported in Table II that are chosen 

to emulate our experimental setup. 
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Fig. 4.  Constellation diagram of the multilevel decoding inputs: (a) Only data 

signal, -8 dBm at PD. (b) Both data and PoF channels at PD; data -12 dBm, PoF 

– 0.2 dBm. 

 
TABLE II 

PARAMETERS FOR THE SNR ANALYSIS 

Parameter Value 

ƞFO, Total Att. of fiber 0.67 

h, Plank constant 6.62×10-34 J.s 

Ν, frequency of the light 461.22 THz 

B, Bandwidth of the system 500 MHz 

ƞPD, PD conversion efficiency 0.38 A/W 

ID, Dark current 10 nA 

q, electric charge 1.6×10-19  C 

K, Boltzmann constant 1.38×10-23 J/K 

ƞRx, Preamplifier gain 1000 V/A 

R, Resistance 1000 Ώ 

TA, Temperature 300 K 

 

 

We simulate two power levels reaching the PD, PD of –8 dBm 

and -12 dBm in order to have a reference SNR value for no PoF 

signal injected into the link. As expected the SNR degrades as 

the power level impinging the PD decreases. Afterwards for 

simultaneous transmission, we add the noise contribution from 

the PoF channel (LD2) to the overall noise power. RIN of the 

405 nm channel affects the SNR of the data signal thus resulting 

in an additional penalty. Fig.5 shows a comparison between 

both normalized calculated SNR and measured SNRdecode which 

proves that they both have the same tendency against an 

increasing power from LD2. Estimated SNR penalties are 

around 4-5 dB similar to that of observed from the experimental 

setup. We show that increasing the optical power delivery 

signal adds more noise to the system and both the SNR and BER 

degrade. The maximum optical power of PoF at 405 nm, named 

PHPL, that can reach the PD depends on the data signal power at 

650 nm, named PDATA reaching the PD.  

In any case, from the experimental results, see Fig. 5, measured 

SNR curves, to keep the same SNR value as when there is no 

PoF, the relationship between the powers of both data and PoF 

channels at the PD can be expressed as:  

                            PDATA(dBm)-PHPL(dBm)= 5 dB         (11) 

 
Fig. 5.  Normalized calculated SNR and measured SNRdecode vs. PoF power at 

reception stage with input data signal power of: (a) -8 dBm (b) -12 dBm. 

 

The PoF power channel signal at MC PD, named PHPL_DEMUX, 

when using a DEMUX with a crosstalk CT at the reception 

stage yields:  

      P HPL_DEMUX (dBm)= PHPL(dBm)-CT (dB)           (12) 

Then the required CT for the demultiplexer is given by:  

CT= PHPL- PHPL_DEMUX= PHPL-PDATA-5 dB           (13) 

As an example, for a 10 mW optical power delivery at the PV 

placed in the AP or VLC access point, see Fig 1, and a receiving 

a data signal of -8 dBm a CT of 23 dB is then required. 

2) Shared scenario including demultiplexing and data 

transmission performance 

 

In order to recover the PoF signal and to study the received data 

signal, we use a DEMUX at the end of the link. This device uses 

a diffractive grating and have a CT of around 30 dB [14], 

complying with the requirements analyzed in the previous 

section. We evaluate the link performance using the monitoring 

features of the MC. The link is tested using different Tx data 

power levels and varying the PoF optical power delivered at 

405 nm. All the measurements are carried out in a 10 m-long 

SI-POF link. An estimation of the power budget of the PoF is 

shown in Table III. PoF power level of about 20 mW is injected 

into the fiber. BER measurements for different PoF levels show 

no impact of PoF on the data signal quality transmitted at 650 

nm. In all cases, BER is < 1× 10-10 that represents a free error 

transmission with the possibility of delivering 4.12 mW of 

optical power at the fiber end. The measured SNRdecode of the 

link is 32 dB in both cases with no degradation due to the 

increments of the PoF signal level. 
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TABLE III 

POWER BUDGET OF THE POF CHANNEL 

Parameter Power 

LD output Power (dBm) +13 

Coupling loss (dB) 0.75 

MUX/DEMUX IL (dB) 4 

Link 10 m (dB) 2.1 

Power at the end of link +2.15 dBm or 1.64 mW 

 

3) Shared scenario data transmission efficiency  

In order to estimate the data transmission efficiency of the 

proposed setup, we analyze the power efficiency per 

transmitted bit based on the BER measurements. In our system 

with BER values of 10-10, from Eq (9) and Eq. (10), we achieve 

a transmission efficiency of 100%. Table IV shows recent 

proposals of 10 m-long SI-POF links with their general 

parameters. Table V includes a detailed analysis of the 

transmission efficiency calculation of our proposed system 

compared to other current state-of-the-art proposals on Multi 

Gbit/s transmission over 10 m-long SI-POF links. These 

calculations are done for the worst-case scenario considering 64 

bytes of Ethernet packet size and IPG of 96 bits where only one 

bit-error results in a packet-error. Our system outperforms both 

previous works in terms of transmission efficiency and power 

per bit fig. s of merit, as described below. 

 
    TABLE IV 

RECENT PROPOSALS WITH 10M-LONG SI-POF LINKS 

Parameter This Work [8] [10] [9] 

Data Rate(Gbit/s) 1(1) 10 11 10 

BER 1×10-10 1×10-2 1×10-3 1×10-3 

No. of Channels 1(1) 1 3 2 bi 

Simultaneous PoF YES NO NO NO 

Real Time Trans. YES NO NO NO 

        Notes: (1) Can be extended up to 5 Gbit/s using 5 WDM-POF channels. 

 

 
TABLE V  

COMPARISON WITH RECENTLY REPORTED 10M-LONG SI-POF 

LINKS. 

 

We further investigate the performance of the system and 

analyze the impact of the BER on the total throughput and 

transmission efficiency. We vary the received optical power 

near the receiver sensitivity (~ -18.80 dBm) thus decreasing the 

BER. The results are shown in Fig. 6. For a received power 

greater than -13 dBm a BER of < 1× 10-10 can be achieved with 

total throughput of 1 Gbit/s, meaning 100% of transmission 

efficiency. At BER of 1× 10-5 the transmission efficiency is 

degraded to 98.46% thus leading to a throughput of 0.98 Gbit/s 

which still represents a good transmission performance. With 

the assumption of a further BER degradation to 1×10-3, the 

transmission efficiency is 39%. These results show that the 

transmission efficiency of our system outperforms the other 

proposals at 10 m, with similar results to [31]. Moreover, a 

power per bit, PTb, of 1.2 pJ/b is achieved  

 
Fig. 6.  Measured BER vs. received optical power with calculated    transmission 

efficiency. 

 

C. Discussion and scalability analysis 

In this section, we discuss the use of PoF technology over the 

SI-POF link experimentally tested for feeding IoT nodes with 

the power consumption requirements provided in Table I. The 

central IoT unit/node has a control unit, WiFi communication 

capabilities as well as several sensors and demands around 150 

µW. Other nodes have only communications and sensing 

capabilities demanding 30 µW. 

The energy system efficiency (SEE) is a key issue in any PoF 

system. SEE depends directly on the optical to electrical 

conversion efficiency of the PV and the transmission efficiency 

of the fiber link. In general, SEE can be defined as follows: 

                  SEE =
Energy at the remote node

Energy of high power laser
                     (14) 

    

The SEE of the proposed system is analyzed considering the 

different powering architectures shown in Fig. 2, and depending 

on the PV efficiency (based on amorphous Silicon [33]), fiber 

attenuation and MUX/DEMUX losses. Wide bandgap materials 

with specific structure can be considered for higher quantum 

efficiency.  The number of remote devices that can be powered 

via PoF provides information about how much the PoF solution 

is becoming reliable for a targeted application. For that we 

consider N as the number of remote nodes that can be optically 

feed to determine the scalability of the system. N directly 

depends on the power consumption on each remote node. For 

the calculation, we consider a simple node (NA) that demands 

Parameter This work 10 m [8] 10 m [13]100 m 

Data Rate, R (Gbit/s) 

Wavelength (nm) 
BER 

Data Throughput T (Gbit/s) 

Transmission efficiency 

 

1 

650 
1×10-10 

1 

1 

10 

650 
1×10-3 

3.39 

0.339 

1.05 

660 
1×10-3 

0.412 

0.392 

Threshold Current Ith (mA) 

Bias Current Ibais(mA) 

Modulation index mi 

Quantum efficiency ß (W/A) 

Power per bit PTb (pJ/b) 

20.4 

23 

0.69 

0.667 

1.2 

20 

30 

0.65 

0.665 

1.28 

80 

45 

0.9 

0.7-1.4 

53.5 
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30 µW and a central node (NB) with additional embedded smart 

functionalities demanding 150 µW, respectively. Thus NA the 

total number of central nodes that can be fed follows NB= NA/5.  

From the power budget analysis described within Table III, 

after demultiplexing optical power up to 2 mW (reaching PV) 

for PoF signal is delivered for optimized HPL-POF fiber 

coupling loss. In Fig. 7, SEE of the proposed experimental setup 

is calculated for both shared and dedicated fiber scenario. The 

calculated electrical power at remote node ( Pelec) is increased 

from 0.5 mW in the shared to 3.14 mW in the dedicated 

scenarios in the case of a 10m-long SI-POF  link. As a result, 

and for this link distance, it yields NA=  16 and NA=  104 for the 

shared- and dedicated scenarios above described, respectively. 

Both node types could also be fed; for instance the shared 

scenario may lead to simultaneous NA=  6 and NB= 2 remote 

feeding. 

 

 

Fig. 7. System energy efficiency (SEE) vs link length for the proposed 

experimental setup with MUX/DEMUX IL~4 dB, PV efficiency= 25%. 

Optimize ILs for the MUX/DEMUX devices can significantly 

enhance the SEE of the system thus increasing the resulting Pelec 

at the remote node. For that we analyze different cases as the 

fiber bundle approach proposed in [34] for POF multiplexing. 

This MUX is a fiber bundle made of graded index plastic optical 

fibers of 1m and NA of 0.185, having a total diameter of less 

than 1 mm; being faced with SI-POF using ST-ST connectors. 

At the DEMUX stage two cases are considered: our DEMUX 

device used for the experimental setup [14] as well as a 

potential improved version of the latter with extremely low 

losses (IL 1.5 dB). LD (PoF source) output power is considered 

to be 20 mW as aforementioned to fit with the experimental 

values. Fig.  8 shows the impact of consider this to the current 

experimental setup.  

Fig.  9 shows a comparison between the two shared scenarios 

depicted in Fig.  8. SEE is increased from 4.1% to 8.9% for a 

10 m-long link by using low loss proposed device. For this SI-

POF link distance the remote delivered electrical power rises 

from 866 µW to 1.54 mW. This leads to an increase in the 

remote power delivery capability of the PoF system: NA 

increases from 28 to 51 while the NB counterpart from 5 to 10. 

Right vertical axis in Fig.  9 shows the evolution vs link distance 

of the smart NB IoT nodes that could be remotely fed 

considering the case of a low insertion loss DEMUX device. 

Other parameters that can affect the SEE should be considered 

like fiber attenuation and PV efficiency. Both depend on the 

operating wavelength of the PoF source. We consider a new 

wavelength for our study thus being 520 nm. At 520 nm both 

lower fiber attenuation coefficient (0.104 dB/m) and higher PV 

efficiency (~ 38%) are expected compared to the 405 nm case. 

 

 

Fig. 8. System energy efficiency (SEE) vs link length for the proposed 

experimental setup consider fiber bundle for multiplexing, PV%= 25%:(a) 

DEMUX IL~4 dB, (b) DEMUX IL 1.5 dB 

 

Fig. 9. System energy efficiency (SEE) vs link length for the shared scenarios 
for PoF at 405 nm with different DEMUX losses. Right vertical axis: number 

of smart NB IoT nodes that could be remotely fed considering different DEMUX 

devices in the link. 

Additionally, the DEMUX device shows a less insertion loss at 

this wavelength [14, 34] being of around 3.5 dB. In Fig. 10a, 
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the SEE vs link length of the proposed setup with PoF at 520 

nm is estimated for both shared- and dedicated- fiber scenario. 

At 10 m-long SI-POF link the remote electrical power 

delivered, Pelec, results in 1.99 mW and 5.96 mW for the shared- 

and dedicated scenarios. This means an increase of 129% and 

90%, respectively, if we compare these values with the 

electrical power delivered, Pelec, at 10 m-long SI-POF, as shown 

in Fig. 8a. Fig 10b accordingly depicts the expected similar 

figures of merit by considering the improved version of the 

DEMUX device with IL ~1.5 dB. Following similar 

considerations to that of the previous figure, for this specific 

case study NA increases from 66 to 105 while the NB counterpart 

from 13 to 21, respectively. 

Moreover, utilizing the presented MUX/DEMUX devices with 

high CT and acceptable ILs, the capacity of the proposed 

system can be extended to five channels. Data transmission of 

4 Gbit/s can be integrated with the PoF levels concluded from 

Fig. s 7-10. On the other hand, the maximum delivered energy 

at the remote node can be even increased by applying more 

channels for optical feeding purposes. 

 

 

Fig. 10.   System energy efficiency (SEE) vs link length for the proposed system 

considering a PoF system operating wavelength of 520 nm, LD output power: 
20 mW, PV%= 38%, (a) DEMUX IL~ 3.5 dB, (b) DEMUX IL 1.5 dB. Right 

vertical axis: number of smart NB IoT nodes that could be remotely fed. 

Finally, in Fig. 11 we show the overall SEE vs link length for 

the shared scenario by using 4 channels for PoF (405 nm, 470 

nm, 520 nm, 590 nm) and one channel for data (650 nm). The 

attenuation losses, MUX/DEMUX ILs for the rest of the 

channels are all extracted from [14,31]. The delivered Pelec for 

a 10 m-long 5-channel WDM SI-POF link can be increased up 

to 6.36 mW. For this maximum energy delivery, NA=212 or 

NB= 42 nodes could be remotely fed via PoF means which can 

be greatly enough for in-home scenarios. 

  

Fig. 11.  System energy efficiency (SEE) vs link length for the proposed system 

considering 4 channels for PoF and one channel for data in a WDM-POF link 

for in-home networking. 

For optical feeding based SI-POF (using the proposed channel 

at 405 nm), and depending on the power level, the long term 

stability of the fiber is of great importance. High temperature 

and humidity may cause aging problems as it can affect the 

optical properties of the fiber [35]. However, these problems 

can be expected in systems with high power levels increasing 

the fiber temperature up to 60o C [36], which is not the case in 

the proposed system using low power, being aging problems 

negligible. For high PoF system, this issue needs to be 

addressed. In [13], the same wavelength 405 nm is used in the 

data channel with the same power level we use. 

The above analysis shows the feasibility of the designed PoF 

system to provide remote energy to multiple IoT devices with 

low power consumption. The numbers of optically feeding 

nodes can be increased by increasing the output power provided 

by PoF light source. Thanks to current state-of-the-art of low 

power consumption devices for IoT purposes provided in Table 

I, the total PoF power can be reduced being able to operate in 

eye safety limit while providing sufficient energy to fulfill 

smart IoT ecosystem needs.  

V. CONCLUSIONS 

In this work we provide a detailed analysis of the impact of 

simultaneous data transmission and energy delivering over the 

same plastic optical fiber (POF) lead for the in-home 

networking scenario. A real-time data link at a data rate of 1 

Gbit/s with BER < 1×10-10 over 10 m-long POF integrated with 

different energy delivery scenarios is evaluated. The 

transmission capacity of the proposed system can be expanded 

to 5 Gbit/s with the use of the presented MUX/DEMUX devices 

to achieve a WDM-POF based solution to expand the POF fiber 

data traffic capabilities and meet user’s data rate demands in the 
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home. Our system outperforms in terms of transmission 

efficiency and power per bit figures of merit. 

We present shared and dedicated fiber scenarios over POF to 

integrate our PoF solution in the above POF communication 

link where no impact on the data traffic (BER < 1×10-10), 

neither on transmission efficiency is noticed for delivered 

optical power levels up to several mW at the fiber end. Design 

rules on the required crosstalk on the demultiplexer at the 

receiver stage are also provided. The use of this energy to 

remotely feed different sensor nodes for in-home IoT 

applications is discussed. The scalability of the system is 

analyzed showing the PoF feeding capabilities for different case 

studies that fulfill smart IoT in-home ecosystem needs. 
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