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The Therapeutically Guided Multidrug Optimization (TGMO) method (Weiss et al., 2019) was used for (i) the identification of drug-drug interactions between 11 drugs and multiple doses and (ii) the selection of an optimal drug combination, see Supplementary Figure S1. 
First, the experimental data points, i.e. the drug combinations are based on orthogonal array composite design (OACD) matrices, each specifically designed for the optimal information acquisition from experimental screening of drug combinations performed in Search 1 (11 drugs), Search 2 (7 drugs) or Search 3 (4 drugs) (Nowak-Sliwinska et al., 2016; Weiss et al., 2015). In specific, the first part of the matrix is a two-level fractional factorial design, exposing linear effects over a large search space resulting in single drug and two-drug interaction estimated regression coefficients. The second part, a three-level orthogonal array design, investigates both linear and quadratic effects and informs on the non-linear response surface over multiple doses. The resulting OACD matrix is a resolution IV matrix (Xu et al., 2014) and is ideal for defining the most influential variables within a group or system by estimating each variable's main effect. 
In practice, the TGMO is initiated by defining the two dose-level inputs for the screening. The drug input is optimal at low doses: ED20 (highest dose, aliased as dose 2) and half of this dose or ED10 (lowest dose, alias dose 1), in addition to the use of no dose (dose 0). The low doses are selected in order for the regression analysis to accurately provide estimates on the effect of the variables and explore drug response surfaces, the latter is also an important influencer in drug-drug interactions. Thus, the first step is to perform drug dose-response curves and define the drug dose input for each of the 11 drugs. Note, to enhance clinical relevance, only clinically relevant doses were selected (Supplementary Information 2). In some cases, the drug input is therefore below the ED20. Consequently, it limits the full potential of the variables to be identified as interactors to only the strongest of drug interactions. 
The next step is the drug combination screening in Search 1 (11 drugs in 155 combinations) according to the OACD resolution IV matrix and was performed in the CRC and the non-malignant CCD841CoN cell simultaneously. The resulting output of the drug combination activity was measured in cell metabolic activity (ATP levels, % CTRL) to represent cell viability and consisted of the average of technical triplicate values. The experimental data points are then used for step-wise second-order linear regression analysis by Matlab®. This model mathematically describes the relationship between the drug combination input and output activity of each possible two-drug combination. In this equation, the activity is the sum of β0, βi, βii and βij which represent the intercept and the linear, quadratic and bilinear (or interaction) terms, respectively. xi and xj are the independent variables (the drugs) and ε is an error term with a mean equal to zero (Weiss et al., 2015). 

The second-order linear regression analysis generates a model with predicted effects for the variables represented in estimated regression coefficients. These coefficients describe (i) the contribution of each drug individually to the drug combination, referred to as single drug first-order terms; (ii) the identified drug:drug interactions and their overall effect on the activity of the drug combination, referred to as the two-drug interaction terms; (iii) the response surface of a drug independently and as part of an interacting drug-pair, referred to as single drug second-order terms (drug2). The later one specifically defines if the effect of the drug on the drug combination activity is equal over the different dose levels. Graphically, for (i) and (ii), negative regression coefficients signify inhibitory efficacy or synergistic activity, and positive regression coefficients signify stimulatory efficacy or antagonistic activity. For (iii), positive and negative regression coefficients depict stable effect over the dose range tested and dose-dependent contributions, respectively. The generated models guide drug selection and elimination, and through consecutive rounds of screening (Search 1-3) biological noise is narrowed and the most strong and robust drug interactions define the final drug combination selection.
Besides modeling the drug combination activity on CRC cells, the screening is simultaneously performed on non-malignant colon epithelial CCD841CoN cells and the difference between the two, termed the therapeutic window (TW), is used as a secondary model to visualize selectivity of drug combination activity. Consequently, the most optimal effect is depicted as opposite regression coefficients for CRC efficacy (negative) and the TW (positive).
To confirm the selection of the step-wise second-order linear regression model, the analysis includes an ANOVA lack of fit test which should show a lack of significance to confirm correct model selection. Second-order linear regression models are generally sufficient. Higher-order three-drug interactions have mostly a negligible effect on the overall combination activity (Wood et al., 2012). Exceptionally a third-order linear regression model of a 3 or 4 drug combination could be needed to expose underlying three-drug interactions and is indicated by significance of the ANOVA lack of fit test.
To determine the predictive value of the models based on the experimental data, several model analyses are conducted (Supplementary Figure S2). First, the coefficient of multiple determination (R2) evaluates the observed vs. fitted accuracy and co-dependence of variables. The higher the R2, the lower the exogeneity and lack of multicolinearity, and the higher the model accuracy and correlation between experimental and fitted data. Second, Q-Q plots visualize the independence of errors, residual analysis of the observed vs. fitted data points assesses the constancy of variance, and residual histograms appraise if the variance is normally distributed. Third, Cook’s distance analysis identifies influential outliers in the set of predictor variables. The larger the leverage of a data point, the higher the Cook’s distance and the more likely it negatively impacts the model. Therefore, several models are acquired from each dataset: a model without outliers, a model with the maximum outlier removed and a model with the outliers above 3x the mean Cook’s distance removed. In practice, differential interactions appear between the models. In some cases, the removal of outliers might give more accurate drug interaction predictions, but care must be taken to not create bias and incorrect variables by removing too many outliers. Importantly, those regression coefficient terms not affected by outlier removal are the most reliable and are used for guiding drug selection and elimination. To summarize, the models with the highest integrity or robustness are those with the highest R2, have a good fit between observed and fitted values, and are nearly unchanged after outlier removal.  
Important to note is that biological variation can result in inaccurate estimations of drug variables, mostly restricted to drugs with a lack of or low single drug activity. To counteract this, experiments are performed in triplicate. Moreover, the data is modeled for each dataset separately and for the combined model (the final model graphically presented). The most reliable interactions are those that appear in all models and have the highest significance.
Besides biological variation, non-empirical testing can result in inaccurate effect predictions of variables by “shielding” of the effect of variables within the effect of other variables or two-factor effects. To counteract this, the resolution IV OACD matrix provides cross-validation between the two-parts of first-order and second-order within the matrix design. To further improve the accurate identification of the most optimal drug combinations, the screening is performed in sequential rounds. Each round feeds the selection of the most interesting and active drugs and the elimination of the most inactive and antagonistic drugs for the next round. The most robust interactions are those that appear in multiple rounds, including the final model. In this case, screening progresses from Search 1 to Search 3, finally resulting in the selection of the most optimal combination.
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Supplementary Figures


[bookmark: _Toc22177155]Supplementary Figure S1. Graphical representation of the TGMO method and study approach 
a. The input selection of an appropriate cell system (panel of CRC cells and non-malignant colon epithelial CCD841CoN cells), together with the drug/dose selection defined from drug dose-response curves. b. Experimental screening of the selected drugs and doses in the cells according to the OACD matrix with as output drug combination inhibition of cell metabolic activity with reader-based technology. c.  Output modeling with step-wise linear regression analysis of both the activity on CRC cells and the therapeutic window (defined as the difference in activity between the CRC cell and the non-malignant cells), resulting in opposite models informing on effects from both the individual drugs and drug-drug interactions. Variance and predictive accuracy of the models are evaluated using various statistical tests. d. Drug selection and elimination of active, selective and synergistic drug combinations. e. Optimal drug combination validation and translation. 

Supplementary Figure S2. Analysis of linear regression models
Model analysis to evaluate the accuracy and predictive value of the models, illustrating the model analysis of Search 3 in SW620. a. Residual analysis plot of data to visualize constant variance, b. Cook’s distance plot to identify influential outliers in a set of predictor variables, c. observed vs. fitted values plot with the multiple determination (R2) assessing fitted accuracy and lack of multicolinearity, d. histogram of residuals to appraise normal distribution of variance, and e. Q-Q plot to visualize independence of errors. 
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