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Identifying selected mutations (simple model, no reads)

We will model the selection coefficient X, for replicate r = 1,2, ..., n of a particular transformant
as
Xr =p+ o+ Ery

where p is the true effect of the transposon-insertion mutation, J is a defect potentially intro-
duced by transformation, and &, is the measurement error. We make the following assumptions
about these variables. p is a parameter (not a random variable). &, are all i.i.d r.v.’s, normally

distributed with mean 0 and variance ¢2,. § is an r.v. with a mixture distribution, such that

5= 0, with probability 1 — py,,

—A, with probability pt,,
where A are normally distributed with parameters p, and oZ.. In other words, with probability
Per, transformation introduces an artifact, which is a normally distributed (typically deleterious)
effect; and with probability 1 — pt;, no such such artifact is introduced. The conditional proba-
bility of observing the selection coefficient X, in the vicinity of value z, in replicate experiment
r, given that the current transformant’s true selection coefficient Y in the given environment, is

Px, v (dz,) = p(z,]Y) dz, = Ny (acr; Y, azrr) dz,,

where Ny (x;m,X) is a d-dimensional multivariate gaussian probability density function with
respect to variable , with mean m and variance-covariance matrix 3. The joint conditional
probability density that the selection coefficients X = (X7, ..., X,,) in replicate measurements of
a particular transformant in a particular environment are in the vicinity of point © = (z1,...,z,),
given the transformant’s true fitness Y in that environment, is
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where 2 = 23" | 2, and Var & = 1 3" | (2, — )2



Next, we will assume that a transformation artifact occurs with probability pi.. If it occurs,
its effect Y = (Y1,...,Yx) in environments e, e,. .., ex is drawn from a multivariate normal
distribution with mean vector p,, > 0 and variance-covariance matrix 3. Suppose that the
true selection coefficients of the current transformant in environments e, es,...,ex are given

by B = (Mla s ?)LLK) Then7
Py (dy; p, pey, Zir) = (1 — pr) 0p(dy) + por Nk (Y5 0 — pryy, i) dy,

where 0,,(dy) is a point measure at .

Now consider all replicate measurements of the same transformant in all environments. We
have X1 = (Xi1,...,X1n,) measurements of the selection coefficient of the transformant in
environment 1, X9 = (Xo1,..., Xop,) measurements in environment 2, etc. up to environment
K. The joint probability density of such observation is given by
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where to obtain the last equality we used relationship (1). In equation (2), M = (z1,...,7x)"
and X, is a diagonal matrix with (aerr/. /Miep1s- -+ Oerr/ s /nreP’K) on the diagonal, with Z; =

1 Nrep,k _ 1 Nrep,k — \2 . . . .
-~ > it wpy and Var xy, = w— Yo" (xgr — Tx)”. Using properties of the multivariate




normal distribution, the integral in equation (2) can be taken analytically, which gives us
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Identifying fraction and mean effect of selected mutations

To identify the fraction of beneficial mutations pP, fraction of deleterious mutations p*, and
the fraction of deleterious mutations pd, as well as the mean effect of deleterious and beneficial
mutations, we will employ the following model. We will assume that, for each mutation m in
strain s and environment e, the effect comes from a mixture distribution:

0, with probability py e,
Hsem = _Xd,sem) with probability DPd,ses
Xb,sem with probability py s,

where Xj, s, and Xg gem are exponentially distributed random variables with parameters 04 .
and 0, s, respectively. Thus, the probability of observing the selection coefficient Xz, is given
by
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Note on estimating the error distribution

Suppose we have measurements grouped into n groups Xi1, X12, ..., Ximy, X215 -v- .- s Xnm, -
Within group i, all measurements are i.i.d. with mean p;. Let us assume that the distributions
for each group are the same, except with a shifted mean. Thus, the variance is the same in all
groups, o2. Think of each group as replicate measurements of the same barcode, and different
groups are measurements of the same mutation but different barcodes. The variance comes only
from measurement noise, which is the same for all barcodes.

We would like to obtain a non-parameteric estimate of the underlying error distribution.
Define X; as the group mean, as usual. Let Yij = X5 — X,. We want to pool all Y;; together to
estimate the distribution.



First, we note that EY;; = 0. Next, we have

VarY;; = EY? - (EYy)” =EX} - 2E (X;;X;) + EX}
=0
IEXZ?]- = 0%+ p?
= EX? = £ 442
E(X;X) = ;‘,Tﬁ + p?
= UQLi — 1.
m;

Thus, variables ffij =\ /L1Yij will have the same variance, and hence will be i.i.d.
m; —



