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1. Formal and semantic basic-derived relationships

In the morphological systems of human languages, we find abundant cases
of asymmetric relationships between words, where one word is basic and
another word is formally derived from it (cf. Bybee 1985: 50-58). For exam-
ple, the Russian Genitive form Viadimira ‘Vladimir's' is formally derived
from the Nominative form Viadimir. Or, to take an example from deriva-
tional morphology, the lexeme resultative is derived from the lexeme result.
It is well-known that such formal basic-derived relationships typically corre-
late with similar semantic relationships: The formally derived (or marked)
words are generally also semantically derived in that they have some addi-
tional meaning element that is lacking in the formally basic (or unmarked)
word. This correlation between the formal and the semantic basic-derived
(or markedness) relationships has been identified as an instance of diagram-
matic iconicity, an interesting case of external motivation for linguistic
structures (e.g. Haiman 1980; Mayerthaler 1981).

If the general principle of iconicity is responsible for the direction of
formal basic-derived relationships, we would expect such relationships to
be universal. And this is what we typically find: For instance, plurals are
universally formally derived and singulars are basic,! diminutives are univer-

* This paper looks at the ways different lunguages express inchoative/causative verb alterna-
tions. The original idea and the methodology are due to Nedjalkov (1969; 1990). by whom [
have been greatly inspired.
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sally formally derived and non-diminutives are basic, comparative forms of
adjectives are universally derived and positive forms are basic, etc. There
may be some unclear cases and a few exceptions to these generalizations,
but the fundamental pattern is quite uniform across languages.

However, the direction of formal basic-derived relationships is not
always universal. There are quite a few cases, especially in derivational
morphology, where the direction of derivation differs within a language or
across languages. As an example of language-internal variation, take the
morphological relationship between names of scientific disciplines and their
practitioners in English. The discipline may be derived from the scientist, as
in (1a), but the scientist may also be derived from the discipline, as in (1b).

(1) a. discipline derived from scientist

linguist-ics —  linguist
chemist-ry — chemist

b. scientist derived from discipline
physics -~ physic-ist
statistics - statistic-ian

As an example of cross-linguistic variation, take adjectives and abstract
nouns. In European languages, abstract nouns are generally derived from
adjectives (heavy — heaviness, broad — breadth, etc.), but in some lan-
guages elsewhere in the world abstract nouns are basic and adjectives (or
rather, expressions used like adjectives) are derived from them, e.g. in
Tamil (cf. Lehmann 1990, with some further discussion).

Such variation in the direction of the formal basic-derived relationships
puts us in a dilemma. On the one hand, one could simply conclude from
such variation that there is no necessary connection between the directions
of semantic and formal derivation (e.g. Mel'¢uk 1967). Mel’¢uk claims that
abstract nouns are semantically basic and that adjectives are semantically
derived from them (e.g. broad = ‘having much breadth’), and that the
direction of formal derivation is the reverse in European languages (he calls
this “reverse word-formation”, 1967: 355-56). But if such a divergence of
the directions of semantic and formal derivation is possible, we are left
without an account of the uniformity that we do find in many cases (plural,
diminutive, comparative, etc.).

If, on the other hand, we refuse to give up the principle of diagramma-
tic iconicity, then the cases of variation and of apparent reverse formal deri-
vation present a puzzle.
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In this paper I will look at another area of grammar where the direc-
tion of formal derivation shows variation and we seem to be faced with
reverse word-formation: inchoative/causative verb alternations like those in
(2). (The notions “inchoative” and “causative” will be explained in detail in
section 2.)

(2) a. Russian: inchoative derived from causative

causative: rasplavit’ ‘melt (tr.)’ -
inchoative: rasplavit’-sja ‘melt (intr.)’

b. (Khalkha) Mongolian: causative derived from inchoative
causative: xajl-uul-ax ‘melt (tr.)’ “«—
inchoative: xajl-ax ‘melt (intr.)’

In Russian, the inchoative member of the pair is marked and derived from
the causative member, while in Mongolian the causative member is marked
and derived from the inchoative member. With respect to the semantic
side, this case is quite analogous to the case of abstract nouns and adjectives
above. There are independent semantic reasons to think that the causative
member of an inchoative/causative alternation is semantically derived,
while the inchoative member is semantically basic. Intuitively, it seems
clear that A melts (tr.) B means ‘A causes B to melt (intr.)’, but that B melts
(intr.) does not mean ‘B undergoes the action of X melting (tr.) B’, because
there is no external agent implied in inchoative verbs like melt (intr.). Thus,
on purely semantic grounds we seem to be forced to conclude that causative
verbs are derived from inchoatives, and that cases like (2a) are instances of
reverse word-formation (Mel’¢uk 1967: 352-353).

The typological survey in this paper shows that this hypothesized direc-
tion of semantic derivation is not matched by a uniform direction of formal
derivation. Languages differ greatly in their ways of expressing the relation-
ship between inchoative and causative verbs with a common lexical mean-
ing. However, the variation that we find is not random, whereas we would
expect it to be random if there were no principle of diagrammatic iconicity.
The data presented in section 7 suggest a solution to the puzzle of apparent
reverse word-formation in cases like (2a). The central claim of this solution
is that the kind of meaning that is relevant for diagrammatic iconicity is con-
ceptual meaning, not objective meaning. Objectively, the meaning ‘melt
(tr.)’ may be more complex than and derived from the meaning ‘melt
(intr.)’, but conceptually, the relation between the two meanings could be
quite different (cf. Lakoff (1987) for the distinction between objective and
conceptual meaning).
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Variation in the direction of formal derivation can generally be seen as
the manifestation of indeterminacy of the conceptual-semantic relation.
This is intuitively very plausible in the case of disciplines and scientists (cf.
(1)). Linguistics may be defined as the activity linguists are engaged in, or
a linguist may be defined as someone who does linguistics. Neither of these
possibilities is obviously wrong, and it seems that the variation in the direc-
tion of formal derivation can be attributed to this semantic indeterminacy.
[ will assume that this is also the best explanation for cross-linguistic varia-
tion, as in the case of abstract nouns and adjectives, and in the case of the
inchoative/causative alternation, the main topic of this paper, to which we
now turn.

2. Formal types of inchoative/causative verb pairs

An inchoative/causative verb pair is defined semantically: it is a pair of
verbs which express the same basic situation (generally a change of state,
more rarely a going-on)? and differ only in that the causative verb meaning
includes an agent participant who causes the situation, whereas the inchoa-
tive® verb meaning excludes a causing agent and presents the situation as
occurring spontanecously. A typical example is shown in (3).

(3) a. (inchoative) The stick broke.
b. (causative) The girl broke the stick.

Inchoative verbs are generally intransitive and causative verbs are
transitive, but the inchoative/causative opposition is more restricted than
the intransitive/transitive opposition. For example, the German verb pair
weinen (intr.) ‘weep’ / beweinen (tr.) ‘weep for’ is not inchoative/causative.

The inchoative member of an inchoative/causative verb pair is semanti-
cally similar to the passive of the causative (the stick was broken), but it cru-
cially differs from it in that the agent is not just unexpressed; rather, the sit-
uation is conceived of as occurring without an agent, spontaneously. This
does not mean that there cannot be an agent in the objective situation. In
(4a), the melting process is presumably caused by the same factors as in
(4b), but only in (4a) is it conceptualized as occurring spontaneously.

(4) a. (inchoative) The snowwoman melted.
b. (causative) The sun melted the snowwoman.

An example where the basic situation is not a telic change of state, but an
atelic going-on is (5).
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(5) a. (inchoative) The top is spinning.
b. (causative) The child is spinning the top.

Turning to the formal sidc of inchoative/causative verb pairs, 1 distin-
guish three main types: Causative, anticausative, and non-directed alterna-
tions (or oppositions). Non-directed alternations are further subdivided
into labile, equipollent, and suppletive alternations. (These main subtypes
are identified in Nedjalkov (1969).)*

In the causative alternation, the inchoative verb is basic and the causa-
tive verb is derived. The causative verb may be marked by an affix (6a), by
a causative auxiliary (6b), or by stem modification (6c).

(6) a. Georgian duy-s ‘cook (intr.)’
a-duy-ebs ‘cook (tr.)’
b. French fondre ‘melt (intr.)’
faire fondre ‘melt (tr.)’
c. Arabic darasa ‘learn’
darrasa ‘teach’

In the anticausative alternation, the causative verb is basic and the
inchoative verb is derived (hence the term anticausative,5 which was coined
in Nedjalkov and Sil'nickij 1969). Again, the anticausative may be marked
by an affix (7a), by an anticausative auxiliary (7b), or by stem modification
(7¢). (In the case of stem modification, the direction of derivation is not
always obvious. See below, section 5 for some discussion.)

(7) a. Russian katat'-sja ‘roll (intr.)’
katat' ‘roll (tr.)’
b. Lezgian xkaz fun ‘rise’
xkaZun ‘raise’
c. Hindi-Urdu  khul-naa ‘open (intr.)’
khol-naa ‘open (tr.)’

In non-directed alternations, neither the inchoative nor the causative
verb is derived from the other. In equipollent alternations, both are derived
from the same stem which expresses the basic situation, by means of differ-
ent affixes (8a), different auxiliary verbs (8b), or different stem modifica-
tions (8c).

(8) a. Japanese atum-aru ‘gather (intr.)’
atum-eru ‘gather (tr.)’
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b. Hindi-Urdu  Suruu honaa ‘begin (intr.)’
Suruu karnaa ‘begin (tr.)’

c. Lithuanian®  [laZu ‘break (intr.)’
lauzti ‘break (tr.)’

In suppletive alternations, different verb roots are used, e.g.

(9) Russian goret’ ‘burn (intr.y’
Ze' ‘burn (tr.)’

Finally, in labile alternations,? the same verb is used both in the inchoative
and in the causative sense, e.g.

(10) Modern Greek  svino 1. ‘go out’
2. ‘extinguish’

Note that this classification does not take into account the status of the
deriving elements as inflectional, derivational, or syntactic. All I am
interested in here are markedness relations, and these apply to inflection,
derivation, and syntax alike.

The reason why inchoative/causative verb alternations are so interest-
ing for linguistic typology is that they are expressed in such different ways
across languages, which we can take to indicate that the semantic relation
between the inchoative and the causative member is indeterminate in the
sense explained in section 1. But one of the five expression types, the causa-
tive alternation, is also used to express semantic relations other than the
inchoative/causative relation. In many languages, causatives can be formed
from a wide range of verbs, including transitive verbs. For example, in
Turkish, there are noncausative/causative pairs like isle-mek ‘work’ / isle-t-
mek ‘make work’, yaz-mak ‘write’ / yaz-dir-mak ‘make write’. Such pairs
are never expressed as anticausatives or as non-derived alternations. Since
they show no cross-linguistic variation, they are not taken into account here
and are not considered to be inchoative/causative pairs.

3. Semantic restrictions on inchoative/causative verb pairs

Not every situation can occur as the basic situation in an inchoative/causa-
tive alternation. Verbs like ‘break’, ‘burn’, ‘melt’, ‘roll’, ‘open’, typically
occur in such alternations (cf. examples (2)-(11)), but verbs like ‘work’,
‘dance’, ‘cut’, ‘build’, ‘criticize’, ‘sleep’, never do.

We have already begun to characterize the semantic conditions on
inchoative/causative pairs above. The basic situation must be a change of
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state or a going-on. This excludes three large classes of situations. First, a
state cannot be the inchoative member of an inchoative/causative alterna-
tion. Second, an action that does not express a change of state (e.g. ‘help’,
‘invite’, ‘cite’, ‘criticize’, ‘read’) cannot be the causative member of such an
alternation. Third, agentive intransitive verbs like ‘talk’, ‘dance’, ‘work’,
etc. cannot be the inchoative member of an inchoative/causative pair
because they are not conceived of as occurring spontaneously. This still
leaves us with a large class of transitive verbs such as ‘wash’, ‘build’, ‘cut’
‘dig’, ‘paint’, etc., which do express a change of state.

The most important specific semantic condition on inchoative/causa-
tive verb pairs is the absence of agent-oriented meaning components. The
reason for this is clear: Since the inchoative member implies the absence of
an agent, it cannot contain agent-oriented semantic elements. This may be
illustrated with the verb ‘cut’, which minimally differs from ‘tear (tr.)’ in
that it has the agent-oriented meaning component ‘by means of a sharp
instrument’. Thus, while ‘tear (tr.)’ has a corresponding inchoative verb
(‘tear (intr.)’), ‘cut’ lacks it (cf. also Guerssel at al. 1985):

’

(11) a. The girl tore her pants.
b. The pants tore.

(12) a. The tailor cut the cloth.
b. *The cloth cut.8

Similar minimal pairs are given in (13)-(15).
(13) a. ‘wash": agent-oriented meaning element ‘by means of
soap and/or washing instruments’
no inchoative alternant possible
b. ‘clean (tr.)’: no agent-oriented meaning element
alternation:  e.g. Russian o¢is¢at’ ‘clean (tr.)’ anticausative
oci§éat’-sja ‘become clean’

(14)

<]

‘execute’: agent-oriented meaning element ‘sanctioned
by the regime’

no inchoative alternant possible

b. “kill’: no agent-oriented meaning element

alternation:  e.g. Lezgian (labile verb) g'in ‘kill’/‘die’

(15) a. ‘tie’: agent-oriented meaning element ‘by wrapping
with strings, etc.’
no inchoative alternant possible (Gothic bindan ‘tie’ / anti-
causative *bund-nan)
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b. ‘untie": no agent-oriented meaning element
alternation: e.g. Gothic andbindan ‘untie’ / anticausative
andbund-nan ‘become loose’

This condition should probably be generalized. Take the example of
the verb ‘decapitate’. An inchoative alternant is clearly impossible, but
there do not seem to be any agent-oriented meaning components. The
specific meaning component ‘by severing the head from the body’ is clearly
patient-oriented. Thus, if we stretch our imagination we can think of a situ-
ation where a decapitation takes place spontaneously. But such situations
are very unlikely and extremely rare in our experience. In its generalized
form, the condition is then:

(16) A verb meaning that refers to a change of state or a going-on
may appear in an inchoative/causative alternation unless the verb
contains agent-oriented meaning components or other highly
specific meaning components that make the spontaneous occur-
rence of the event extremely unlikely.

Thus, the semantic conditions on inchoative/causative alternations are quite
strong. The large majority of simple, non-derived verbs cannot appear in
this alternation in most languages. Given these heavy restrictions, it is not
surprising that anticausatives and causatives are generally derivational
rather than inflectional categories (inflectional expression requires high lex-
ical generality, cf. Bybee (1985: 16-17)).

However, it would be a gross exaggeration to say, as Marantz (1984:
181-82) does, that “unlike passivization, for example, the anticausative
alternation is limited cross-linguistically to a restricted class of verbs with
some semantic coherence”. While it is true that anticausative verb pairs
show some semantic coherence along the lines of (16), the rich diversity of
verb meanings as represented in (2)-(11) and Table 2 below argue against
Marantz’s claim that they are not created by a productive lexical rule, but
“by analogy from a few core examples”.

This alternation is particularly regular in verbs that are derived from
adjectives. For example, every German factitive derivation can form an
anticausative with the particle sich, and every Russian factitive derivation
can form an anticausative in -sja.

(17) German adjectives, factitives, and anticausatives
fliissig ‘liquid”: verfliissigen ‘make liquid’
sich verfliissigen ‘become liquid’
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anders  ‘different’: verdndern ‘change (tr.)’
sich verdndern ‘change (intr.)’
voll ‘full’: fiillen fill (tr.)
sich fiillen ‘fill (intr.)’
stark ‘strong’: verstirken ‘reinforce’
sich verstirken ‘become strong’
(18) lucsiy ‘better’: ulucsit' ‘improve (tr.)’
wluésit' -sja ‘improve (intr.)’
vysokij  ‘high’: povysit' ‘raise’
povysit'-sja ‘rise’
Sirokij  ‘wide’: rassirit’ ‘widen (tr.)’

rassirit'-sja ‘widen ( intr.)’

Similarly, many English derivations in -ize are labile, i.e. can be used both
as inchoatives and as causatives, e.g. we generalized the solution/the solution
generalized, etc. (cf. Keyser & Roeper 1984: 389). The reason why deadjec-
tival factitives systematically appear in the inchoative/causative alternation
is that they generally contain only the meaning component ‘cause to
become’ in addition to the adjectival meaning, and this meaning component
is neither agent-oricnted nor otherwise too specific or unlikely.

The semantic characterization of verbs in inchoative/causative alterna-
tions given in (16) seems to be a good candidate for a universal. However,
occasionally one finds examples where different languages behave differ-
ently with respect to inchoative/causative alternations. Consider the exam-
ples in (19)-(20).°

(19) Russian anticausative

Kamni mojut-sja v reke.
stones wash:3pL-aNTIC in Tiver
‘The stones are washed in the river.’

(20) Slave (Athabaskan) inchoative and causative (Rice 1989: 454)
a. bé whet’e.
meat be.cooked
‘The meat is cooked.’
b. bé whe-h-t'e.
meat be.cooked-caus
‘She cooked the meat.’

The Russian anticausative in (19) and the Slave basic verb in (20) can only
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be translated by an English passive, i.e. there is no corresponding inchoa-
tive/causative pair in English. Such differences between languages can be
interpreted in two ways: (i) the characterization in (16) is not universal but
differs slightly for different languages, or (ii) the individual verb meanings
differ across languages, such that e.g. Russian myt’ does not mean exactly
the same as English wash, and Slave whet’e does not mean exactly the same
as English be cooked. Since there can be no doubt that verb meanings coin-
cide only imperfectly across languages, it may well be that such individual
differences account for contrasts as in (19)-(20) and that the semantic
characterization in (16) still has universal status. I must leave this question
unresolved here.

4. The sample

Let us now turn to the cross-linguistic data that will tell us more about the
typological distribution of the various formal types of expressing the
inchoative/causative alternation.

Nedjalkov (1969) gathered data for four alternations (‘laugh/make
laugh’, *boil (intr.)/(tr.)’, ‘burn (intr.)/(tr.)’, ‘break (intr.)/(tr.)’) from sixty
languages (i.e. 240 verb pairs). T will discuss his results below. In this paper
I will present data from 21 languages for 31 alternations (ca. 600 verb
pairs). Although the number of languages is smaller and my language sam-
ple is more biased, the greater number of verb pairs in this study leads to
interesting further insights into the role of verb meaning in inchoative/
causative alternations (cf. sections 7-8), resulting in a proposal for resolving
the puzzle presented in section 1. Furthermore, they allow a typological
characterization of the languages (cf. section 6).

The 21 languages were chosen mainly because I could get the relevant
data for them. They are hardly representative of the world’s languages (not
a single Australian or New World language is represented), but neither are
all of them Indo-European or European. The 21 languages are listed in
Table 1.

The 31 verb pairs are all verbs with a rather basic meaning that can be
casily identified by means of a dictionary. It is hoped that they are reasona-
bly representative of inchoative/causative alternations in general. Since it is
unclear how the notion of a representative sample of verbs can be made
more precise, I had to rely on impressionistic observations. Most of the
data (listed in the appendix) were gathered from dictionaries.
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Table 1. The 21 languages of the sample

(Indo-European) Russian, Lithuanian, German, English, French, Rumanian.
Greek. Armenian, Hindi-Urdu

(Finno-Ugric) Hungarian, Finnish, Udmurt

(Afro-Asiatic) Arabic, Hebrew

(Turkic) Turkish

(Mongolian) Khalkha Mongolian

(Nakho-Daghestanian)  Lezgian

(Kartvelian) Georgian

(Niger-Congo) Swahili

(Austronesian) Indonesian

(unclassified) Japanese

Table 2. The 31 inchoative/causative verb pairs

1. ‘wake up (intr.)/(tr.)’ 12. *change (intr.)/(tr.)’ 22, *finish (intr.)/(tr.)
2. ‘break (intr./(tr.)y 13. ‘melt (intr.)/(tr.) 23. “turn (intr.)/(tr.)’

3. ‘burn (intr.)/(tr.) 14. *be destroyed/destroy’ 24. rroll (intr.)/(tr.)

4. cdie/kill’ 15. ‘get lost/lose’ 25. *freeze (intr.)/(tr.)’
5. ‘open (intr.)/(tr.)' 16. ‘develop (intr.)/(tr.) 26. ‘dissolve (intr.)/(tr.)’
6. ‘close (intr.)/(tr.)’ 17. ‘connect (intr.)/(tr.) 27. fill (intr.)/(tr.)

7. “begin (intr.)/(tr.) 18. *boil (intr.)/(tr.)’ 28. ‘improve (intr.)/(tr.)’
8. ‘learn/teach’ 19. ‘rock (intr.)/(tr.) 29. dry (intr.)/(tr.)

9. ‘gather (intr.)/(tr.) 20. ‘go out/put out’ 30. ‘split (intr.)/(tr.)

10. ‘spread (intr.)/(tr.)’ 21, ‘rise/raise’ 31. ‘stop (intr.)/(tr.)y

11. ‘sink (intr.)/(tr.)’

5. Difficulties with the formal classification of inchoative/causative verb
pairs

The classification of the 31 verb pairs in 21 languages into the five formal
categories identified in section 2 is not always without problems. A diffi-
culty that has already been alluded to concerns the direction of derivation
in verb alternations expressed by stem modification. The direction of deri-
vation is easy to establish when one of the verbs contains a segmental string
(an affix, a particle, or an auxiliary verb) that is absent in the other one (cf.
examples (6-7)(a-b)). But with stem modification (examples (6-7)(c)), it is
not always easy to distinguish the basic stem and the modified stem. The
main criteria for identifying the basic stem are (i) phonological markedness,
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(ii) direction of neutralization, and (iii) productivity.

The criterion of phonological markedness can be illustrated by the
Arabic alternation darasa ‘learn’ / darrasa ‘teach’. Here darrasa is taken as
derived because the geminate rr is phonologically more marked than simple
r.

The direction of neutralization is criterial in Hindi-Urdu pairs like phir-
naa/pher-naa ‘turn (intr.)/(tr.)’, pit-naa ‘take a licking’ / piit-naa ‘beat up’
(cf. example (7c)). In such alternations, the inchoative verb generally has a
high vowel (i, u), whereas the causative may have a high vowel (ii, uu) or a
mid vowel (e, 0). That is, the neutralization is in the direction of the inchoa-
tive and hence the causative is basic/less marked.!® This criterion also
applies in the case of the Arabic causative of the type darrasa: the pattern
here is always CaCCaCa, whereas the corresponding non-causatives can
have the patterns CaCaCa (e.g. darasa), CaCiCa (e.g. rakiba ‘ride’ / rak-
kaba ‘make ride’), and CaCuCa (e.g. sarufa ‘be noble’ / sarrafa ‘ennoble’).

According to the criterion of productivity, if new verbs can be derived
by means of stem modification only in one direction, this is the direction of
derivation of the whole pattern. For example, an Arabic CaCCaCa causa-
tive can productively be derived from any CaCVCa verb, whereas new
CaCCaCa do not give rise to derived CaCVCa verbs. Similarly, in Hindi-
Urdu only the derivation of inchoatives from causatives is productive, not
the reverse direction (Saksena 1982: 18-19).

Another difficulty concerns verb pairs that differ not in their stem but
in their inflection. For example, in Basque (not represented in my sample)
tense and person/number are generally expressed on an auxiliary which is
different for transitive and intransitive verbs, e.g. intransitive joan da ‘s/he
went’, transitive ikusi du ‘s/he saw it’. Inchoative/causative alternations are
sometimes expressed solely by means of different auxiliaries, e.g. hil da ‘s/
he died’, hil du ‘sthe killed her/him’. It is not clear whether such pairs
should be classified as equipollent or labile. Some German verbs behave
similarly, cf. (21).

(21) a. Der Krug ist zerbrochen.
‘The jug has broken.’
b. Wer hat den Krug zerbrochen?
‘Who has broken the jug?’

The German verbs of this type (also verbrennen ‘burn’, schmelzen ‘melt’,
(er)loschen *go out/put out’, rollen ‘roll’, einfrieren ‘freeze’, trocknen ‘dry")
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have been classified as labile here because the inflection is different only in
certain forms and one would not say that the verbs are derived from the
stem by means of the auxiliary (in contrast to Basque, where one might well
adopt this view).

Another case of different inflection is the Greek Active/Middle opposi-
tion, e.g. sikéno ‘raise’ vs. sikénome ‘rise’. Such pairs have been classified
as anticausative here on the basis of the criteria of morphological marked-
ness (corresponding to phonological markedness, as discussed above) and
productivity. The Greek Middle forms are morphologically marked in that
they are all more complex (consist of more segments) than the correspond-
ing Active forms, cf. the paradigms in (22).

(22) Greek Active Middle
s 1 sikén-o sikén-ome
2 sikon-is sikon-ese
3 sikon-i sikén-ete
. 1 stkén-ume sikon-6maste
2 sikén-ete stkon-ésaste
3 sikon-un sikén-onde

The criterion of productivity exhibits the same asymmetry. While Middle
forms in -ome (etc.) can freely be formed from new Active verbs, new Mid-
dle forms do not give rise to derived Active forms (e.g. the deponent
érxome ‘come’ does not allow the formation of a corresponding causative
*érxo ‘make come’).

Another possible case of different inflection are Japanese alternations
like yak-e-ru/yak-u ‘burn (intr.)/(tr.)’."' It could be that Japanese -e- in
verbs like yak-e-ru is not a verb-deriving suffix, but just an affix associated
with a different conjugation class. However, I have classified such pairs as
asymmetric because Japanese -e- is consistently preserved across the verbal
paradigm (yak-e-masu, yak-e-nai, yak-e-ta, contrasting with yaki-masu,
yak-anai, yai-ta) and thus fulfills the criterion of morphological marked-
ness. 2

Not all of my classificatory decisions will meet with unanimous agree-
ment, but I hope to avoid some misunderstandings by making explicit these
criteria, which I think best serve the overall purpose of this paper, the
establishment of a correlation between semantic and formal markedness.

Another problem with the methodology used here should briefly be
mentioned. This methodology would work optimally if the likelihood of a
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verb pair being expressed in a particular way depended only on the verb
meaning and on the language type. But in several languages it is clear that
it also depends on formal properties of the verb stem. For example, in
Armenian the causative expression type is clearly favored if the verb is
derived by means of the suffix -an-, e.g. artn-an-al ‘wake up (intr.)", causa-
tive artn-a-cn-el ‘wake up (tr.)’. Of the nine Armenian causatives in the
sample, six are derived from -an-verbs. In Hindi-Urdu, all borrowed verbs
are of the equipollent type, because the only way to borrow a verb is by
compounding a borrowed event noun with the auxiliary kar-naa ‘do’ or ho-
naa ‘become’. In Modern Greek, verbs borrowed from Ancient Greek (or
Katharevousa) are of the anticausative type because this is the most com-
mon expression type in Ancient Greek (in contrast to vernacular Modern
Greek, where labile verbs are very common). In German, equipollent pairs
like aufwachen/aufwecken ‘wake up’, lernen/lehren ‘learn/teach’, versinken/
versenken ‘sink’ belong to an old Indo-European formation type that has
long since become unproductive.

Thus, there are several cases where the origin or age of a verb seems to
determine its expression type. This is probably one of the major factors
accounting for the “noise” in the statistical data presented below. There
does not seem to be an obvious way around it, but fortunately it does not
destroy the correlations completely.

6. Typological characterization of the languages

Before discussing our main question (the basic-derived relationship in the
light of the typological data), let us look at the ways in which the languages
of the sample differ from each other in the expression of the 31 inchoative/
causative pairs.

Table 3 gives the numbers of verb pairs in each language that belong to
each of the five formal types distinguished in section 2. In addition, the
ratio of the numbers of anticausative pairs and causative pairs and the per-
centage of non-directed pairs were calculated. The total number of verbs is
not always 31 because I lacked some of the data for several languages.
When there are two synonymous verb pairs that show different expression
types, each of them was counted as 0.5.

Table 3 shows that languages differ considerably in their preferences
for different types in expressing the inchoative/causative alternation. Some
languages have a directed alternation (anticausative or causative) in almost
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Table 3. Expression types by language

total A C E L S A/IC % non-dir.
Russian 31 23 0 5 0 3 46.00 26
German 31 14.5 0 4 1.5 1 29.00 53
Greek 3 13.5 0 0 16.5 1 27.00 56
Rumanian 30 24 1 0 3 2 24.00 17
French 31 20.50 2 0 7.5 1 1025 27
Lithuanian 31 17.5 6 6 0.5 I 2.92 24
Hebrew 31 20.5 7.5 2 1 0 2.73 10
Arabic 31 17 8.5 3 1 1.5 2.00 18
Georgian 31 9 4.5 15.5 0 2 2.00 56
Armenian 3t 16 8.5 5.5 0 1 1.88 21
Swahili 31 11 11 8 0 1 1.00 29
Finnish 28 12 13.5 0.5 0.5 1.5 (.88 9
Udmurt 31 10.5 12.5 4.5 2.5 1 0.84 26
Hungarian 31 7 9 12 0 3 0.78 48
Lezgian 31 8 12 6 5 0 0.66 35
Hindi-Urdu 31 7.5 14 7.5 2 0 0.54 31
Turkish 30 9 17.5 2.5 0 1 0.51 12
Mongolian 31 6 22 2 0 1 0.27 10
Indonesian 31 0 14 17 0 0 0.04 55
English 31 2 0 1 25 3 94
Japanese 31 35 5.5 20.5 0.5 1 71
total 636 243 1645 1285 69 310
Abbreviations:
A = anticausative alternation
C = causative alternation
E = equipollent alternation
L = labile alternation
S = suppletive alternation
A/C = ratio of anticausative to causative pairs
% non-dir. = percentage of non-directed pairs

all cases, e.g. Finnish, Turkish, Mongolian, and Hebrew. Other languages
exhibit a significant proportion of non-directed alternations, e.g. English,
Japanese, Indonesian, Georgian, German, and Greek. It should be noted
that English is unique in the sample in showing as strong a preference for
non-directed alternations as Finnish and Turkish show for directed alterna-
tions.

But also within languages with many non-directed alternations, there
are significant typological divergences. Japanese, Indonesian, and Geor-
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gian prefer equipollent marking of both members, whereas English, Ger-
man, and Greek prefer labile verbs.!3 The overwhelming preference for
labile verbs in English is quite unique, and one suspects that it is connected
with the fact that English shows little morphology in general (cf. Nichols
1986: 157). However, a larger sample including some isolating languages
would be required to test this hypothesis.

The typological diversity of the ratio of anticausative to causative alter-
nations is also substantial. Except for English and Japanese, all languages
of the sample have a sufficiently large number of directed alternations to
enter into the comparison. The languages in Table 3 are arranged in the
order from the greatest preference for anticausative derivations to the
greatest preference for causative derivations.

For this typological parameter, both extremes are well-represented in
the sample. On the one hand, there are languages like Russian, Rumanian,
Greek, French, and German with a strong preference for anticausatives and
very few causatives. On the other hand, there are languages like Indonesian
which have almost no anticausatives and rely heavily on causatives.

One might wonder whether the typological parameter of anticausative
vs. causative preference is connected with any other facts of the languages.
The only correlation that comes to mind immediately is a geographical one:
Languages that prefer anticausatives are spoken in Europe, and languages
that prefer causatives are spoken elsewhere. The absence of causative mor-
phology and the importance of anticausative derivations seems to be a
European areal feature.

Against this interpretation one might object that the anticausative-pre-
ferring European languages are not only geographically adjacent, but also
genetically related. Indeed, the anticausative marker is etymologically iden-
tical in four of the European languages (Russian -sja, German sich, French
and Rumanian se, going back to the Proto-Indo-European reflexive pro-
noun *s(w)e-). However, this cannot be the whole story, as the non-Euro-
pean Indo-European language Hindi-Urdu shows. The Indic languages in-
herited the same reflexive pronoun *s(w)e- from the proto-language, and the
European languages also inherited the same causative marker (Proto-Indo-
European *-eye/o-) which is still very productive today in Hindi-Urdu, but
is now restricted to a few lexical items in Germanic and Slavic languages
(e.g. German senken ‘sink (tr.)’ vs. sinken ‘sink (intr.)’, Russian utopit’
‘sink (tr.)’ vs. utonut’ ‘sink (intr.)’), and was lost completely in Greek and
Romance.
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Two further points lend some support to the European areal
hypothesis: First, Modern Greek also strongly prefers anticausatives to
causatives, although its genetic relationship to Slavic and Germanic is not
closer than to Hindi-Urdu or Armenian, and although it uses a totally dif-
ferent device for deriving anticausatives (special subject person/number
suffixes). Second, among the Uralic and Altaic languages of the sample,
those that are spoken in Europe (Hungarian, Finnish, Udmurt) show a
higher proportion of anticausatives than those that are spoken outside of
Europe (Turkish, Mongolian).!

7. Different preferences for the direction of derivation in different verbs

After having looked at the way languages differ with respect to their prefer-
ences for different expression types, we now turn to the preferences of indi-
vidual verbs for different expression types. Table 4 gives for each verb the
number of languages in which it is expressed in each of the five expression
types.

The figures in Table 4 can immediately be compared to the results
obtained by Nedjalkov (1969), shown in Table 5. The figures from my
investigation fully confirm Nedjalkov’s results.!S While my data are from
fewer languages and are more areally and genetically biased, they are from
a much larger number of verbs and therefore allow us to test the explana-
tory hypothesis advanced in Haspelmath (1987:19-21) and Nedjalkov
(1990).16

In Haspelmath (1987) I argued, following a study on Japanese by
Jacobsen (1985), that a factor favoring the anticausative expression type is
the probability of an outside force bringing about the event. Conversely,
the causative expression type is favored if the event is quite likely to happen
even if no outside force is present (similarly Nedjalkov 1990). A very simi-
lar account is given by Croft (1990: 60): “the more typically the change of
state requires an external agent, the more likely the causative type will be
unmarked”. This hypothesis seems to be borne out by the data. Events such
as freezing, drying, sinking, going out, and melting occur commonly in
nature around us and do not need an agentive instigator.!” On the other
hand, events such as splitting, breaking, closing, opening, gathering and
connecting are typical of the kinds of things that human beings do. In both
cases, the correlation is only typical, not necessary: Human agents may
sink, extinguish, dry, melt, and even freeze things, and things may split,
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Table 4. Expression types by verb pairs break, close, gather, and even connect spontaneously, but this is much less

_likely and less typical.

total A C E L S A/C . . . .
18. ‘boil’ 1 05 115 3 6 0 0.04 While learm.ng does not happen quntaneous]y in nature, lt‘dOCS com-
25. ‘freeze’ 21 2 12 3 4 0 0.17 monly happen without an external teaching agent. Indeed, learning may be
29. ‘dry’ 20 3 10 4 3 0 0.30 regarded as an agentive event itself, and in many languages the verb ‘learn’
1. ‘wake up’ 21 3 9 6 2 1 0.33 is even transitive.’® An extreme case is ‘laugh’, which is so typically spon-
20. go out/putout” 21 3 7535 3 2 0.41 taneous that it is hardly ever expressed as an anticausative. !9
11. ‘sink’ 21 4 9.5 5.5 1.5 0.5 0.42 . . .
8. “learn/teach’ 21 35 75 6 2 3 0.47 ' It is more difficult to say anything in general about the verbs that. are
13. ‘melt’ 21 5 105 3 25 0 0.48 intermediate between the two extremes, but on the whole the hypothesis of
31, ‘stop’ 21 55 9 35 3 0 0.61 the relevance of the likelihood of spontaneous vs. caused events is strongly
23. ‘turn’ 218 75 4 L5 0 1.07 supported by the new cross-linguistic data of Table 4.
26. ‘dissolve’ 21 105 7.5 2 1 0 1.40 : s
3 ‘bun’ 51 7 s 5 s 5 140 I should add that the semantic factor of probability of external causa-
. imn . . . . L. .
14. *destroy’ 20 85 55 5 1 0 1.55 tlon'ls closely related to the s;mantlc condltlon.formulf:lted in (16) above. In
27. fil’ 21 8 5 5 3 0 1.60 | section 3, I asked the question, what makes inchoative/causative alterna-
22. ‘finish’ 21 75 45 5 4 0 1.67 ‘ tions (i.e. alternations that can be expressed by anticausative or non-
7. ‘begin’ 19 5 3 3 8 0 1.67 directed alternations) possible? In this section I ask, what makes anticausa-
;g' l:‘o’lr;fad ;i ;15 25 g ; 8 }gg tive alternations likely? It turns out that these two questions receive basi-
16 ‘develop’ 21 10 5 5 1 0 200 f:ally thc'a same answer. In sec.tion 3,1 f(?rmulated a r'estriction that makes an
15. ‘get lost/lose’ 21 115 45 45 0 0.5 256 inchoative/causative alternation so unlikely that it is for practical purposes
21. ‘rise/raise’ 21 12 45 35 0 1 2.67 impossible. Recall the example of the verb ‘decapitate’. Above I pointed
28. “improve’ 21 85 3 8 LS50 2.67 out that spontaneous decapitations are so unlikely that an inchoative ver-
}3' ,Zzi‘;ect_ ;: g ;05 ?z }'5 (1) 2'83 sion of ‘decapitate’ is excluded. But this is not in principle different from
12 ‘change’ 21 1 15 45 4 0 713 saying that spontaneous splitting and closing are so unlikely that few lan-
9. ‘gather’ 21 15 ) 3 1 0 7.50 guages have a non-derived verb for the events of splitting (intr.) and closing
5. ‘open’ 21 13 1.5 4 25 0 8.67 (intr.).
2. ‘break’ 21 125 4 350 12.50 We can think of various verb meanings as being located on a scale of
6. “closer 2l 1551 252 0 15.50 increasing likelihood of spontaneous occurrence. as in (23)
30. ‘split 20 115 05 5 3 0 23.00 & p 3 ’ :
4. die/kill 21 0 3 1 1 16 - (23) scale of increasing likelihood of spontaneous occurrence
total 636 243 1645 1285 €9 31 ‘wash’ ‘close’ ‘melt’ ‘laugh’
- :
Table 5. Expression types by verb pairs (Nedjalkov 1969) inchoative/causative alternations
Verb meanings on the left of this scale (e.g. ‘wash’, ‘decapitate’) are so
total - A ¢ E L 5 others A/C likely to occur spontaneously that they can never or almost never occur
‘laugh/make laugh® 60 0 54 6 0 0 0 0 j unikely cur spontancously that they most ne
‘boil’ 60 2 36 5 9 7 1 0.05 1 in an inchoative/causative alternation. The closest approximation to an
‘burn’ 60 8 19 5 14 14 0 0.42 ’ inchoative version is a passive (‘is washed’). The next category of verbs
‘break’ 60 22 9 8 19 0 2 2.44 ! (e.g. ‘close’) is somewhat more likely to occur spontaneously, but still nor-
total 240 32 118 17 42 21 3 0.27

mally caused externally. Such verbs show a preference for anticausative
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expression. Verb meanings further to the right are increasingly more likely
to occur spontaneously. In verbs like ‘melt’ there is a preference for causa-
tive expression, while anticausative expression is still possible. Finally, in
verbs on the right of the scale only causative derivations are possible.

In the next section I will attempt to show how the hypothesis of this
section explains the different preferences for the direction of derivation and
how iconicity can be “saved”.

To conclude this section, I would like to make one final comment on
non-directed expression types. In contrast to the anticausative/causative
types, verbs do not differ significantly as to the frequency with which they
occur in non-directed alternations. There is only one exception: ‘die/kill’ is
expressed by different roots (i.e. by suppletion) in 16 of the 21 languages.
This would be hard to understand if only the physical meaning of ‘die/kill’
were considered. Physically, dying/killing is not much different from going
out/putting out or other verb pairs that behave similarly. It seems that the
enormous social and moral significance of the difference between spontane-
ous dying and agentive killing has to be taken into account in order to
understand why so many languages allow themselves the luxury of different
roots for these two events. 20

8. Conceptual simplicity as the basis of semantic basic-derived relation-
ships

In the preceding section 1 identified the likelihood of spontaneous vs.
caused cvents as the main factor determining the direction of derivation in
inchoative/causative verb pairs. We can explain this correlation between
formal and semantic properties if we assume a broader view of the nature of
the ‘semantic’ properties. If the semantic properties of a word are only the
objective semantic features discovered by semantic decomposition (as, for
instance, in Mecl'¢uk 1967), then causatives are always semantically more
complex than inchoatives and the existence of or even preference for
anticausatives is a mystery. But iconicity in language is based on conceptual
meaning, and the correlation between formal and semantic basic-derived
(or markedness) relationships should be understood in cognitive terms, as
in Givon's (1991:106) principle:

(24) Categories that arc cognitively marked tend also to be structur-
ally marked.
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From this perspective the correlation of section 7 begins to make sense.
Events that are more likely to occur spontaneously will be associated with
a conceptual stereotype (or prototype) of a spontaneous event, and this will
be expressed in a structurally unmarked way. On the other hand, eYents
that are more likely to occur through causation by an external agent will be
associated with a stereotype of a caused event, so the caused event will be
expressed in a structurally unmarked way. Essentially the same conclusio_n
is reached in Croft (1990): “frequently experienced correlations of semantic
(and pragmatic) features determine linguistic patterns” (p. 62); “What mat-
ters for the prototype is that frequently enough in ordinary experience, no
obvious external agent is present.” (p. 61)

It must be kept in mind that this form-meaning correlation is only a
tendency that was discovered through a large-scale cross-linguistic study.
This tendency is not nearly so strong as the universal preference for
unmarked singulars and derived plurals, or other universal markedness pat-
terns. The tendency described here is so weak that it is almost impossible to
detect it in a single language due to interfering factors such as the type of
the language (cf. section 6). However, the cross-linguistic study shows that
the distribution of expression types over verb meanings is by no means ran-
dom, as one would predict if “reverse word-formation™ were a normal
option. o

An interesting parallel to the inchoative/causative alternation is p.ro-
vided by the derivation of person (or animal) nouns by means of motion
affixes. For example, in German the word Pfarrer refers to a mmlstt‘:r.gen-'
erically or to a male minister; from this the noun Pfarrerin ‘fermale minister
can be derived by means of the female motion suffix -in. However, the fo.r-
mal basic-derived relationship corresponds to no basic-derived relationship
in the real world: a Pfarrerin is not a Pfarrer who has some additional prop-
erty. It is only the conceptualization in a male-dominated wo.rlc.l that. makes
a Pfarrer conceptually simpler than a Pfarrerin (because a minister is more
likely to be male, and male ministers are much more frequent than female
ministers). Conversely, the male motion suffix -erich is used where a female
is the more likely case, especially with animal nouns such as Ente ‘(female)
duck’, Enterich ‘male duck’ (cf., for example, Doleschal (1992) on marked-
ness in German gender derivations). The different directions of derivati.on
in male/female alternations are quite parallel to the inchoative/causatlye
alternation (the main difference being that conceptualizations seem to dif-
fer less across languages in the male/female case).
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The main question that had to be left open in this paper is the question
of why the languages are distributed across the different types in just this
way. Only some arcal connections could be suggested here (cf. section 6).
But a solution has been proposed for the serious problem that was posed at
the beginning of this paper: The challenge to iconicity coming from cases of
apparent reverse word-formation could be answered at least for inchoative/
causative alternations. The existence of anticausatives is not a problem
because the semantic markedness relationship which iconically corresponds
to the formal basic-derived relationship cannot be equated with a basic-
derived relationship in the real world. Semantics is conceptual, and our
conceptualization of the world reflects it in a way that is profoundly influ-

enced by our conceptual capacities. Only extensive typological comparison
has made this conclusion possible.

NOTES

I am grateful to the following people for help with language data: David Gil (Hebrew),
Hartmut Haberland and friends (Greek, Japanese), Kaoru Horie (Japanese), M.H.
Klaiman (Hindi-Urdu), Thomas Miiller-Bardey (Finnish), Jean Perrot (Hungarian).
Further useful comments were made by Bernard Comrie, Andrej A. Kibrik, and Maria
Polinsky. All the remaining errors are my own responsibility.

1. This is Greenberg's (1963: 94) Universal 35.

The term going-on (i.c. a non-agentive activity in the Vendlerian sense) is borrowed from
Quirk et al. (1985: 201).

The term inchoative is not very felicitous because it is often (and originally) used in the
sense ‘inceptive, beginning'. The reason for this terminological confusion is that inceptive
verbs that are formed from stative expressions are inchoative verbs in the above sense,
e.g. Latin verbs in -escere (rubescere ‘begin to be red, become red’ from rubere ‘be red’).
I use the terms inchoative/causative for want of a better alternative and because they have
recently come to be used in this way (e.g. Marantz 1984; Guerssel et al. 1985; Croft
1991). A possible alternative would be the term pair endoactive/exoactive used in

Japanese linguistics (e.g. Lewin 1959: 118-122; based on the 18th-century Japanese ter-
minological distinction jidooshi/tadooshi).

Nedjalkov calls the labile opposition conversive (I avoid this term because conversion is
often regarded as directed zero derivation), and the equipollent opposition correlative (1
avoid this term because it has too many other uses).

Thus, an anticausative verb is an inchoative verb derived from a causative verb. Unfortu-
nately, there is only one term, causative, both for the semantic verb type (corresponding
to inchoative) and for the morphological type (corresponding to anticausative). It would
be nice to have a different term, e.g. aetiative (Greek aitfa ‘cause’), for semantic verb
types. Then one could say that a causative verb is a derived actiative verb.

1.
12.

13.

is.

17.
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Again, the case of stem modification is less obvious than the 'other cases. S.trictly speak-
ing, pairs like Lithuanian laztitlausti can be regarded as equnpo!lent only if an abstfa?t
root (e.g. {Iwz}) is assumed from which both alterqants are dcrlved. In any event, it is
clear that such pairs are quite different from suppletive pairs as in (9).

The term labile was borrowed from Caucasian linguistics, where it is in general use (cf.,
for instance, Nichols 1986: 156-161).

The sentence The cloth cut (easily, etc.) is possible with a potential passive interpretation
(sometimes called “middle”), but not with an inchoative interpretation. See Haspglmath
(1987: 31), Geniusiené (1987) on the relation between potential passives and anticausa-
tives.

These examples were pointed out to me by Andrej Kibrik.
Thanks to M.H. Klaiman for pointing this out to me.
This was pointed out to me by Hartmut Haberland.

Shibatani (1990: 235-236) also considers the suffix -e- as a verb-deriving suffix. Lewin
(1959: 118-122), however, opts for the conjugation-class view.

Incidentally, German and Greek are counterexamples to Nichols' (1986: 156-161)
hypothesis that lability is associated with ergative alignment and with the lack of detrans-
itivizing word-formation and relation-changing syntactic rules.

Again, one might object that the distribution coincides with genetic relat.ionships: Ura'licl
languages show more anticausatives, Altaic languages show more caus.atwes. ’I'he. crucial
test would come from the non-European Uralic languages (Samoyedic, Ob-Ugr_lc), 'an.d
perhaps from the Altaic languages that can be considered part of the European linguistic
area (such as Karaim, Gagauz, Chuvash).

The major divergence between Table 4 and Table 5 concerns .the relation between the
total number of anticausative verb patrs and causative verb pairs. In T.abl.c.4, there arc
more anticausatives than causatives, whercas in Table 5 there are significantly more
causatives than anticausatives. Since my sample is biased in favor of European languages,
which prefer anticausatives (cf. section 6), Nedjalkov’s nu.mbers a.re prf)bably ‘mf)re rep-
resentative of the world's languages (although his sample is also biased in that it 1nclu(.ies
too few languages from the New World and Oceania). Anot}.ler reason for the h|g31
number of causatives is that Nedjalkov included the altern'atnon ‘Iaugtinlmake laugh’,
which can only marginally be regarded as an inchoative/causative alternation.

Croft (1990) also carried out a cross-linguistic study of basic-derived relationsh|p§ ;In
verbs. His study represents the other extreme: he considers only fqur languages (English,
French, Japanese, Korean), but a much larger range of verb meanings. .Smce he does not
quantify his results, they are not compared directly here. However, his results are very
similar to those obtained by Nedjalkov and myself.

Boiling, which leads the list of anticausative-preferring verbs, is somewhat specml‘.) h]
occurs in nature mainly as a result of volcanic activities: But }Tuman agents may (;1
liquids only very indirectly, by using the natural force of flr‘e., whlch.may' account for the
behavior of ‘boil’. Nedjalkov (1990) observes that the boiling patient is seen as more
active than the burning or breaking patient because it is in movement and creates bub-
bles.
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18.  ‘Learn’ is one of the few exceptions to the generalization made in section 2 that “inchoa-

tive verbs are generally intransitive”.

19.  Nedjalkov (1990) cites Macedonian as the only case (from 120 languages) where ‘laugh’
(smee se) is the anticausative of ‘make laugh’ (smee).

20.  As Maria Polinsky points out (p.c.), there might also be an areal/cultural connection
here: All languages that have non-suppletive pairs for ‘die/kill' are non-European (He-
brew, Hindi-Urdu, Indonesian, Lezgian, Turkish). However, there are six other non-
European languages that have suppletion (like ali the European languages), and the
European language Basque (not in the sample, but mentioned in section 5) has the non-
suppletive pair hil da ‘dies’ / hil du *kills’.
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APPENDIX

The 31 inchoative/causative verb pairs in 21 languages
(Abbreviations as in Table 3)

Arabic

1.

NG R W

11.
12.
13.

14.
15.

16.
17.
18.
19.
20.
21.
22.
23.
pL 3
25.
26.
27.
28.
29.
30.
31

ist-ayqaza/?-ayqaza (A);
sahaa/sahhaa (C)
in-kasara/kasara (A)
ih-t-araqa/?-ahraga (E)
maata/qatala (S)
in-fataha/fatahia (A)
in-qafala/qafala (A)
bada?a (L)
darasa/darrasa (C);
ta-fallama/Sallama (A)
il-t-amma/lamma (A)
in-t-a%ara/nagara (A)
gariqa/?-agraqa (C)
ta-baddala/baddala (A)
in-sahara/sahara (A);
saaha/sayyaha (C)
damara/dammara (C)
daaSa/xasira (S);
fuqida/faqada (A)
ta-fawwara/tawwara (A)
ir-t-abata/rabata (A)
galaa/?-aglaa (C)
ta-?arjaha/?arjaha (A)
in-tafa?a/?-atfa?a (E)
ir-t-afata/rafafa (A)
in-t-ahaa/?-anhaa (E)
daara/?-adaara (C)
ta-dahraja/dahraja (A)
ta-jammada/jammada (A)
daaba/?-adaaba (C)
im-t-ala?a/mala?a (A)
ta-hassana/hassana (A)
jaffa/jaffafa (C)
in-8aqqa/§aqqa (A)
waqafa/waqqafa (C)

Armenian (citation form suffix -al/-el)

1.  artna-n-al/artna-cn-el (C)

2. %ard-v-el/3ard-el (A)

3. ayr-v-el/ayr-el (A)

4.  spa-n-el/mei-n-el (S)

5.  bac-v-el/bac-an-al (E)

6. pak’-v-el/pak’-el (A)

7. sks-v-el/sks-el (A)

8.  sovor-el/sovor-ecn-el (C)

9.  havak-v-el/havak-el (A)

10. andarc’ak’-v-el/andarc’ak’-el (A)

11.  xegol-v-el/xegol-el (A)

12. pox-v-el/pox-el (A)

13. hal-v-el/hal-el (A)

14. kand-v-el/kand-el (A)

15. k'or-¢-el/k’or-cn-el (E)

16. zarga-n-al/zarga-cn-el (C)

17. k'ap'-v-el/k’ap’-el (A)

18. ei-al/eta-cn-el (C)

19. Col'-v-eliT’ot’-el (A)

20. hang-Z-el/hang-cn-el (E)

21. barzra-n-al/barzra-cn-el (C)

22. verda-n-al/ver3a-cn-el (C)

23, ptt-v-el/ptt-el, ptt-ecn-el (A, E)

24. glor-v-el/glor-el (A)

25. sat-t-el/saf-ecn-el (E)

26. luc'-v-elluc’-el (A)

27. lc-v-el/lc-n-el (E)

28. lava-n-al/lava-cn-el (C);
barelav-v-el/barelav-el (A)

29. tora-n-al/Cora-cn-el (C)

30. eyk-v-elX’eyk-el (A)

31. k’angn-el/k’angn-ecn-el (C)

English

see above Table 2.
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Finnish

WX N R W=

10. levitd/levi-ttad (C)

11. vaipua, laskea/laskea (S, L)

12.  muutt-ua/muuttaa (A)

13. sulaa/sula-ttaa (C)

14. tuho-utua/tuhota (A)

15. hukk-ua, hukk-aantua/hukata

16. kehitt-yd/kehittda (A)

17. yht-yd/yhdistaa

18. kiehua/kiehu-ttaa (C)

19. kiikkua/kiiku-ttaa (C)

20. sammua/sammu-ttaa (C)

21. kohota/koho-ttaa (C)

22. lopp-uallope-ttaa (E);
padtt-ya/paattad (A)

23, pyérid/pyori-ttad (C);
vidnt-ylvaintaa (A)

24. vierid/vieri-ttai (C)

25. jaatya/jaady-ttaa (C)

26. liuveta/liuo-ttaa (C)

27. taytt-yd/taytda (A)

28. parant-ua/parantaa (A)

29. kuivaa/kuivata

30. haljeta/halkaista

31. pysidhtyd/pysahd-yttaa (C)

French

1. se réveiller/réveiller (A)

2. se briser/briser (A)

3. brtler (L)

4. mourir/tuer (S)

5. s’ouvrit/ouvrir (A)

6. se fermer/fermer (A)

7. commencer (L)

8. apprendre (L)

heriitd/heri-ttad (C)
murt-ua/murtaa (A)
palaa/pol-ttaa (C)
kuolla/tappaa (S)
ava-utua/avata (A)
sulke-utua/sulkea (A)
alkaa (?)/aloittaa, alkaa
oppia/ope-ttaa (C)
kok-oontua/koota (A)

9. s'assembler/assembler (A)
10. s'étendre/étendre (A)
11. s'enfoncer/enfoncer (A)
12. changer (L)
13. fondre/faire fondre (C)
14. étre détruit/détruir (A)
15. se perdre/perdre (A)
16. se développer/développer (A)
17. se lier/lier (A)
18.  bouillir/faire bouillir (C)
19. se balancer/balancer (A)
20. s'éteindre/éteindre (A)
21. se lever/lever (A)
22. finir (L)
23. se tourner/tourner (A)
24. rouler (L)
25. geler (L)
26. se dissoudre/dissoudre (A)
27.  se remplir/remplir (A)
28. s’améliorer/améliorer (A)
29. sécher (L);

se dessécher/dessécher (A)
30. se fendre/fendre (A)
31. s'arréter/arréter (A)
Georgian
1. ga-i-yviz-ebs/ga-a-yviz-ebs (E)
2. i-mt'vreva/a-mt'vrevs (E)
3. i-c'v-is/c’v-av-s (A)
4.  mo-k'vdeba/mo-k’lavs (S)
5. ga-i-y-eba/ga-a-y-ebs (E)
6. da-i-xur-eba/da-xur-avs (A)
7. da-i-c’g-eba/da-i-c’q-ebs (E)
8. i-sc’avl-is/a-sc’avl-is (E)
9. 3e-i-k’rib-eba/Se-k'reb-s (A)
10. ga-vrcel-deba/ga-a-vrcel-ebs (E)
11. da-i-xr¢-oba/a-xr¢-obs (E)
12.  Ze-i-cvl-eba/Se-cvl-is (A)
13. ga-dn-eba/ga-a-dn-obs (C)
14. da-i-ngr-eva/da-a-ngr-evs (E)
15. i-k’arg-eba/k’arg-avs (A)
16. da-i-3l-eba/da-sl-is (A)
17. %e-e-xam-ebalde-u-xam-ebs (A)
18. duy-s/a-duy-ebs (C)
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19. i-rxeva/a-rxevs (E)

20. kr-eba/a-kr-obs (E)

21. a-dg-ebal/a-i-y-ebs (S)

22. ga-tav-deba/ga-a-tav-ebs (E)

23. brun-avs, mo-brun-deba/a-brun-ebs
(C,E)

24. mi-gor-av-s/mi-a-gor-ebs (C)

25. ga-i-gin-eba/ga-qin-avs (A)

26. ga-i-xsn-eba/ga-xsn-is (A)

27. a-i-vs-eba/a-a-vs-ebs (E)

28. ga-umiobes-deba/ga-a-umjobes-ebs
(E)

29. 3r-eba/a-§r-obs (C)

30. ga-i-p’-oba/ga-a-p’-obs (E)

31. ga-Cer-deba/ga-a-ter-ebs (E)

German

1. aufwachen/aufwecken (E)

2.  zerbrechen (L)

3.  verbrennen (L)

4, sterben/toten (S)

5.  sich offnen/offnen (A)

6.  sich schliessen/schliessen (A)

7. anfangen (L)

8. lernen/lehren (E)

9.  sich sammeln/sammeln (A)

10. sich ausbreiten/ausbreiten (A)

11.  versinken/versenken (E)

12. sich verandern/veriandern (A)

13.  schmelzen (L)

14.  kaputt gehen/machen (E)

15. verloren gehen/verlieren (A)

16. sich entwickeln/entwickeln (A)

17. sich verbinden/verbinden (A)

18. kochen (L)

19.  (sich) schaukeln/schaukeln (L, A)

20. erléschen/loschen (L)

21.  sich heben/heben (A)

22. enden/beenden (L)

23, sich umdrehen/umdrehen (A)

24, rollen (L)

25. einfrieren (L)

26.  sich auflosen/auflosen (A)

27, sich fillen/fiillen (A)

MARTIN HASPELMATH

28.
29.
30.
31

sich verbessern/verbessern (A)
trocknen (1)

sich spalten/spalten (A)
anhalten (L)

{(Modemn) Greek

14.
15.
16.
17.
18.
19.
20.
21.
22.
23.

24.
25.
26.
27.
28.

29.

30.
31

ksipné (L)

spazo (L);
tsakizome/tsakizo (A)
kéome/kéo (A)
pethéno/skoténo (S)
anigho (L)

klino (L)

arxizo (L)

mathéno (L)
singendrénome/singendréno (A)
dhiadhidhome/dhiadhidho;
aplénome/apléno (A)
vithizome/vithizo (A)
alazo (L)

lyéno (L);

tikome/tiko (A)

xalné (L)

xdnome/xdno (A)
anaptisome/anaptiso (A)
sindhéome/sindhéo (A)
vrizo (L)
liknizome/liknizo (A)
svino (L)
sikénome/sikéno (A)
teliéno (L)

jirizo (L);
stréfome/stréfo (A)
kiliéme/kilié (A)
paghéno (L)
dhialfome/dhialio (A)
jemizo (L)
veltidnome/veltiéno (A);
kaliterévo (L)

steghnéno (L);
apoksirénome/apoksiréno (A)
xorfzo (L)

stamatdo (L)
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Hebrew 11.  duub-naa/dub-o-naa (C)
1.  hit-Sorerthe-Sir, Sorer (E, A) 12. badal-naa (L)
2. ni-§bar/3avar (A) 13. pighal-naa/pighl-aa-naa (C)
3. ni-sraf/saraf (A) 14. ujar-naa/ujaar-naa (A)
4, mat/he-mit (C) 15. kho jaa-naa’kho-naa (A)
5. ni-ftah/patah (A) 16. vikaas honaa/vikaas karnaa (E)
6. ni-sgar/sagar (A) 17. bandh-naa/baandh-naa (A)
7. hithil, hehil (L) lag-naaflag-aa-naa (C)
8. lamad/limed (C) 18. ubal-naa/ubaal-naa, ubal-aa-naa
9. hit-7asef, ne-Tesaf/?asaf (A) (A, O)
10. hit-pares/paras (A) 19. hil-naa/hil-aa-naa (C)
11. tavaf/tibaf, hi-tbia¢ (C) 20. bujh-naa/bujh-aa-naa (C)
12. hi-§tana/sina (A) gul honaa/gul karnaa (E)
13. na-mas/he-mes (E) 21. uth-naa/uth-aa-naa (C)
14. harav/he-heriv (C) 22. xatm honaa/xatm karnaa (E)
15. ?avad, ne?evad/?ibed (C, E) 23. phir-naa/pher-naa, phir-aa-naa
16. hit-patah/patah (A) (A, C)
17. hit-kaSer/kiSer (A) 24, lurhak-naa/lurhk-aa-naa (C)
18. ratah/hi-rtiah (C) 25. jamnaa/jam-aa-naa (C)
19. hit-nadned/nidned (A) 26. ghul-naa/ghul-aa-naa (C)
20. kava/kiba (C) 27. bhar-naa (L)
21. hit-romem/romem (A) 28. behtar honaa/behtar banaanaa (E)
22. ni-gmar/gamar (A) 29. suukh-naa/sukh-aa-naa (C)
23. hi-stovev/sovev (A) 30. phat-naa/phaar-naa (A)
24. na-gol/galal (A) 31. ruk-naa/rok-naa (A)
25. kafa/hi-kfi (C)
26. hit-porer/porer (A)
27. hit-male/mile (A) Hungarian
28. hi-staper/3iper (A) 1. fel-ébred/fel-ébresz-t (C)
29. hit-yabed/yibed (A) 2. Ossze-tor-ik/Ossze-tor (A)
30. hit-pacel/picel (A) 3. eléglelég-et (C)
31. ne-Secar/facar (A) 4. meg-hal/meg-6l (S)

5. kinyil-ik/kinyi-t (E)

6.  zdr-6dik, zér-ul/zar (A)
Hindi-Urdu (citation form suffix -naa) 7. el-kezd-6dik/el-kezd (A)
1. jaag-naa/jag-aa-naa (C) 8. tan-ul/tanit (E)
2. tuut-naa/tor-naa (E) 9. oOssze-gyil-ik/0ssze-gylj-t (E)
3. jal-naa/jal-aa-naa (C) 10. terjed/terjesz-t (C)
4. mar-naa/maar-naa (A) 1t. el-mer-iil/el-mer-it (E);
5. khul-naa/khol-naa (A) el-siillyed/el-siillyesz-t (C)
6.  band honaa/band karnaa (E) 12.  meg-viltoz-ik/meg-véltoz-tat (E)
7. 3uruu honaa/Suruu karnaa (E) 13.  olvad/olvasz-t (C)
8. parh-naa/parh-aa-naa (C) 14 el-puszt-ul/el-puszt-it (E)
9.  ikatthaa honaa/ikatthaa karnaa (E) 15.  el-vész/el-vesz-(i)t (C)
10. phail-naa/phail-aa-naa (C) 16.  fejl-6dik/fejt-eszt (E)
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17. szovetkezik/ossze-kot (S)

18. f8/f6-z (C)

19. hintdz-ik/hintdz-tat (E),;
ringat-6dik/ringat (A)

20. ki-alszik/ki-olt (S)

21. emel-kedik/emel (A)

22. be-fejez-Gdik/be-fejez (A)

23. forog/forg-at (C);
yford-ul/ford-it (E)

24. csavar-odik/csavar (A);
gur-ul/gur-it (E)

25. meg-fagy/meg-fagy-aszt (C)

26. oid-6dik/old (A)

27. meg-tel-ik, telit-6dik/tol-t (E)

28. jav-ul/jav-it (E)

29. szar-ad/széar-it (E)

30. széthas-ad/szétheas-it (E)

31. meg-all/meg-4ll-it (C)

Indonesian

1. (ter)bangun/mem-bangun-kan
(E, O

2. patah/me-matah-kan (C)

3. ter-bakar/mem-bakar (E)

4. mati/me-mati-kan (C)

5. ter-buka/mem-buka (E)

6. tutup/me-nutup (C)

7. mulai/me-mulai (C)

8.  bel-ajar/meng-ajar (E)

9.  mengumpul/mengumpul-kan (C)

10. ter-sebar/me-nyebar-kan (E)

11. tenggelam/me-nenggelam-kan (C)

12.  ber-ubah/meng-ubah (E)

13.  men-cair/men-cair-kan (C)

14. binasa/mem-binasa-kan (C)

15. meng-hilang/ke-hilang-an (E)

16. ber-kembang/me-ngembang-kan (E)

17. ber-gabung/meng-gabung-kan (E)

18. di-rebus/me-rebus (E)

19. ber-ayun/meng-ayun (E)

20. padam/me-madam-kan (C)

21. ke-paik-an/me-naik-kan (E)

22. selesai/me-nyelesai-kan (C)

23.  ber-balik/mem-balik-kan (E)

24. ber-guling/meng-guling-kan (E);
menggelinding/menggelinding-kan
©

25. membeku/membeku-kan (C)

26. larut/me-larut-kan (C)

27. ter-isi/meng-isi (E)

28. bertambah baik/mem-per-baik-i (E)

29. kering/me-ngering-kan (C)

30. ter-belah/mem-belah (E)

31. ber-henti/meng-henti-kan (E)

Japanese (citation form suffix -u/-ru)

ok-i-ru/ok-os-u (E)

or-e-ru/or-u; war-e-ru/war-u (A)

yak-e-ru/yak-u (A)

sin-u/koros-u (S)

ak-u/ak-e-ru (C); hirak-u (L)

toz-i-ru/toz-as-u; sim-ar-u/sim-e-ru

(E)

7. hazim-ar-u/hazim-e-ru (E)

8.  osow-ar-u/osi-e-ru (E)

9.  atum-ar-u/atum-e-ru (E)

10. hirog-ar-u/hirog-e-ru (E)

11. sizum-u/sizum-e-ru (C)

12. kaw-ar-u/ka-e-ru (E)

13. tok-e-ru/tok-as-u (E)

14. kowa-re-ru/kowa-s-u (E)

15. naku-nar-u/naku-s-u (E)

16. hattatu su-ru/hattatu s-ase-ru (C)

17. tunag-ar-u/tunag-u, tunag-e-ru
(A, E)

18.  wak-u/wak-as-u (C)

19.  yur-e-ru/yur-as-u (E)

20. ki-e-ru/ke-s-u (E)

21. ag-ar-u/ag-e-ru (E)

22. ow-ar-u/o-e-ru (E)

23. maw-ar-u/maw-as-u (E)

24.  korog-ar-u/korog-as-u (E)

25.  koor-u/koor-ase-ru (C)

26. tok-e-ru/tok-as-u (E)

27.  mit-i-ru/mit-as-u (E)

28. nao-r-u/nao-s-u (E)

29. kawak-u/kawak-as-u (C)

30. sak-e-rufsak-u (A)

31. tom-ar-u/tom-e-ru (E)

QL EWN -
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Lezgian (citation form suffix -un/-n)

® N AW

18.
19.
20.
21.
22.
23.
24.

25.
26.
27.
28.
29.
30.
31.

axwaraj awatun/axwaraj awudun (E)
xu-n (L)

ku-n (L)

q'i-n (L)

aqha Run/aqhaj-un (A)

k'ew xun/k’ew-un (A)
baglami$ xun/baslamis-un (A)
&ir Run/tir-un (A)

k’wat’ fun/k'wat’-un (A)
¢uk’-un/uk'u-r-un (C)
batmi§ fun/batmig-ar-un (E)
degi3 kun/degi3-ar-un (E)
c'ur-un/c’uru-r-un (C)
tuk'u-n/uk u-r-un (C)
kwax-un/kwad-ar-un (C)
wilik fin/wilik raqurun (E)
sad-sadaw q'u-n8ad-sadaw q'u-r-un
©

rugu-n (L)

et’a xun/et’ag-un (A)
tlixd-n/tixi-r-un (C)

xkaZ tun/xkaz-un {(A)

kiitdh Run/kitdh-un (A)
elqi-n/elqii-r-un (C)
awakiz-awagiz fin/awaXiz-awaxiz
raqurun (E)
¢'agu-n/t‘agu-r-un (C)
c'uru-n/c’uru-r-un (C)
ac'u-n/ac’u-r-un (C)

qPsan Run/q"san-ar-un (E)
q'uru-n/q'uru-r-un (C)

xu-n (L)
aqwaz-un/agwaz-ar-un (C)

Lithuanian (citation form suffix -i)

o N —

® N o

pabus-ti/pabud-in-ti (C)
laz-ti/lauz-ti (E)
deg-ti/deg-in-ti (C)
uzmus-ti/mir-ti (S)
at-si-dary-ti/ati-dary-ti (A)
klosty-ti-s’klosty-ti (A)
pra-si-dé-ti/pra-dé-ti (A)
moky-ti-s/moky-ti (A)

9

10.
11.
12.
13.
14,
15.
16.
17.
18.
19.
20.
21.
22
23.
24.
25.
26.

27.

B

0.

29.
30.
31

rink-ti-s/rink-ti (A)
i§-si-plés-ti/i§-plés-ti (A)
skend-e-ti/skand-in-ti (E)
pa-si-keis-ti/pa-keis-ti (A)
i§-si-lydy-ti/i§-lydy-ti (A)
su-grit-ti/su-griau-ti (E)
pa-si-mes-ti/pa-mes-ti (A)
pléto-ti-s/pléto-ti (A)
jung-ti-s/jung-ti (A)
vir-ti/vir-ti, vir-in-ti (L, C)
sup-ti-s/sup-ti (A)
ges-ti/ges-in-ti (C)
pa-si-kel-ti, pa-kil-ti/pa-kel-ti (A, E)
pa-si-baig-ti/pa-baig-ti (A)
suk-ti-s/suk-ti (A)
ris-ti-s/ris-ti (A)
uz-8al-ti/uz-$al-dy-ti (C)
i§-tirp-ti/i3-tirp-in-ti (C);
at-si-skies-ti/at-skies-ti (A)
pri-si-pildy-ti/pri-pildy-ti (A)
ger-é-ti/ger-in-ti (E)
saus-ti/saus-in-ti (C)
per-skil-ti/per-skel-ti (E)
nu-trik-ti/nu-trauk-ti (E);
su-si-laiky-ti/su-laiky-ti (A)

(Khalkha) Mongolian (citation from suf-

fix -(V)x)

1. ser-ex/ser-e-ex (C)

2. xuga-r-ax/xuga-l-ax;
xemx-r-ex/xemx-l-ex (E)

3. 3at-ax/8at-a-ax (C)

4. lx-ex/al-ax (S)

5. ongoj-x/ongoj-lg-ox (C)

6. xaa-gd-ax/xaa-x (A)

7. uids-ex/iis-g-ex (C)

8.  sur-ax/sur-g-ax (C)

9. cugl-ax/cugl-uul-ax (C)

10.  delge-r-ex/delg-ex (A)

11, Ziv-ex/Zziv-uul-ex (C)

12.  60relo-gd-ox/66rel-6x (A);
xuvir-ax/xuvir-g-ax (C)

13, xajl-ax/xajl-uul-ax (C)

14, evd-r-ex/evd-ex (A);

stijr-ex/sijt-g-ex (C)
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15. xaja-gd-ax/xaj-ax (A)

16. x6gZ-ix/x6g2-iil-ex (C)
17. xolbo-gd-ox/xolb-ox (A)
18.  bucl-ax/bucal-g-ax (C)
19. dajvalz-ax/dajvalz-uul-ax (C)
20. untr-ax/untr-a-ax (C)

21, o6rgo-gd-6x/6rg-6x (A)
22, duus-ax/duus-g-ax (C)
23. crg-ex/erg-uil-ex (C)

24.  onxr-ox/6nxr-idl-ex (C)
25.  xold-6x/x6ld-6-6x (C)
26. uus-ax/uus-g-ax (C)

27. duidr-ex/diiir-g-ex (C)
28. sajir-ax/sajzr-uul-ax (C)
29. xat-ax/xat-a-ax (C)

30. xaga-r-ax/xaga-l-ax (E)
31. zogs-ox/zogs-o-ox (C)
Rumanian

1. sectrezi/trezi (A)

2. se rupe/rupe (A)

3. arde (L)

4. muri/ucide (S)

5. se deschide/deschide (A)
6. se inchide/inchide (A)

7.  incepe (L)

8. invata/preda (S)

9.  se aduna /aduna (A)

10.  se raspindi/raspindi (A)
I1. se scufunda/scufunda (A)
12. se schimba/schimba (A)
13.  sc topi/topi (A)

14.  ?/distruge

15. se pierde/pierde (A)

16. se dezvolta/dezvolta (A)
17. se uni/uni (A)

18. fierne (L)

19. se legana/legina (A)

20, se stinge/stinge (A)

21, se ridica/ridica (A)

22, sc sfirsi/sfirsi (A)

23, se invirti/invirti (A)

24, se rostogoli/rostogoli (A)
25, ingheta/face sa inghete (C)
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26.
27.
28.
29.
30.
31.

se dizolva/dizolva (A)
se umple/umple (A)

se indrepta/indrepta (A)
se usca/usca (A)

se crdpa/cripa (A)

se opri/opri (A)

Russian (citation form -£'/-ti)
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30.
31.

prosnut’-sja/budit’ (S)
lomat’-sja/lomat’ (A)
goret'/ze¢’ (S)
umeret'/ubit’ (S)
otkryt’-sja/otkryt’ (A)
zakryt’-sja/zakryt’ (A)
naat’-sja/nalat’ (A)
ugit’-sja/uéit’ (A)
sobrat’-sja/sobrat’ (A)
rasprostranit’-sja/rasprostranit’ (A)
uto-nut'/utop-it’ (E)
izmenit'-sja/izmenit’ (A)
rasplavit’-sja/rasplavit’ (A)
razrudit’-sja/razrusit’ (A)
terjat’-sja/terjat’ (A)
razvit’'-sja/razvit’ (A)
soletat’-sja/soletat’ (A)
kipet'/kipjatit’ (E)
kacdat’-sja/kalat’ (A)
gas-nut’/gas-it’ (E)
podnjat’-sja/podnjat’ (A)
kontit’-sja/kongit’ (A)
povernut’-sja/povernut’ (A)
katit'-sja/katit’ (A)
zamerz-nut'/zamoroz-it’ (E)
rastvorit’-sja/rastvorit’ (A)
napolnit'-sja/napolnit’ (A)
ulugdit’-sja/uluddit’ (A)
sox-nut’/sus-it’ (E)
raskolot’-sja/raskolot’ (A)
ostanovit’-sja/ostanovit’ (A)

Swahili (citation form suffix -a)

1.
2.

am-k-a/am-sh-a (E)
vunj-ik-a/vunj-a (A)

22.
23.

24,
25.
26.
27.
28.
29.
30.
31.
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ungu-k-a/ungu-a (A)
fa/ua (S)
fungu-k-a/fungu-a (A)
fung-w-a/fung-a (A)
anz-a/anz-ish-a (C)
fund-a/fund-ish-a (C)
kusany-ik-a/kusany-a (A)
ene-a/ene-z-a (C)
zam-a/zam-ish-a (C)
geu-k-a/geu-a, geu-z-a (A, E)
yeyu-k-a/yeyu-sh-a (E)
harib-ik-a/haribu (A)
pote-a/pote-z-a (C)
sitawi/sitawi-sh-a (C)
ung-w-a/ung-a (A)
chem-k-a/chem-sh-a (E)
yong-a/yong-esh-a (C)
zim-ik-a/zim-a (A)
tku-k-afinu-a (A);
pand-a/pand-ish-a (C)
maliz-ik-a/maliz-a (A)
zungu-a, zungu-k-a/zungu-sh-a
(C, E)
fingir-ik-a/fingir-ish-a (E)
gand-a/gand-ish-a (C)
yeyu-k-a/yeyu-sh-a (E)
ja-a/ja-z-a (C)

fanya ujambo/pata ujambo (E)
kau-k-a/kau-sh-a (E)
pasu-k-a/pasu-a (A)
simam-a/simam-ish-a (C)

Turkish (citation from suffix -mek/-mak)

R
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uyan-mak/uyan-dir-mak (C)
kir-1l-mak/kir-mak (A)
yan-mak/yak-mak (S)
61-mek/6l-diir-mek (C)
ag-1l-mak/ag-mak (A)
kapa-n-mak/kapa-mak,
kapa-t-mak (A, E)
7/bagla-mak
dgre-n-mek/ogre-t-mek (E)
topla-n-mak/topla-mak (A)
yay-il-mak/yay-mak (A)

11.
12.
13.
14,
15.
16.
17.
18.
19.
20.
21.
22.
23.
24,
25.
26.
27.
28.
29.
30.

31.

bat-mak/bat-ir-mak (C)
degis-mek/degis-tir-mek (C)
eri-mek/eri-t-mek (C)
boz-ul-mak/boz-mak (A)
kayb-ol-mak/kayb-et-mek (E)
inkisaf et-mek/inkigaf et-tir-mek (C)
birles-mek/birles-tir-mek (C)
pig-mek/pig-ir-mek (C)
salla-n-mak/salla-mak (A)
son-mek/sén-dir-mek (C)
kalk-mak/kal-dir-mak (C)
bit-mek/bit-ir-mek (C)
don-mek/don-diir-mek (C)
yuvarla-n-mak/yuvarla-mak (A)
don-mak/don-dur-mak (C)
¢Oz-lil-mek/¢oz-mek (A)
dol-mak/dol-dur-mak (C)
dizel-mek/diizel-t-mek (C)
kuru-mak/kuru-t-mak (C)
yar-1l-mak/yar-mak (A);
catla-mak/gatla-t-mak (C)
dur-mak/dur-dur-mak (C)

Udmurt (citation form suffix -ny)
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sajka-ny/sajka-ty-ny (C)
tija-§ky-ny/tija-ny (A)
sut-sky-ny/suty-ny (A)
kuly-ny/viy-ny (S)
ust-i§ky-ny/usty-ny (A)
pytsa-§$ky-ny/pytsa-ny (A)
kutsky-ny (L)
dydy-ny/dy§-ety-ny (C)
I'uka-$ky-ny/I'uka-ny (A)
volmy-ny/v6éimy-ty-ny (C)
vyjy-ny/vyjy-ty-ny (C)
voit-isky-ny/vosty-ny (A)
¢yza-ny/éyza-ty-ny (C)
kuadka-ny/kuaska-ty-ny (C)
ysy-nylys-ty-ny (C)
azin-sky-ny/azin-ty-ny (E)
gerza-sky-ny/gerja-ny (A)
byrekty-ny (L);
pozy-ny/pdz-ty-ny (C)
vetta-§ky-ny/vetta-ny (A)
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20.
21.
22.

23.
24,
25.
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kysy-ny (L)
3ut-sky-ny/3uty-ny (A)
byry-ny/byd-ty-ny (C);
bydes-my-ny/bydes-ty-ny (E)
berga-ny/berga-ty-ny (C)
pityr-sky-ny/pityr-ty-ny (E)
kyn-my-ny/kyn-ty-ny (E)

26.
27.
28.

29.
30.
31.

sylmy-ny/sylmy-ty-ny (C)
tyrmy-ny/tyrmy-ty-ny (C)

umoja-ny, umoja-t-sky-ny/umoja-ty-
ny (C, A)

kuas-my-ny/kuas-ty-ny (E)
pil’-i§ky-ny/pil’y-ny (A)
dugdy-ny/dugdy-ty-ny (C)
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