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1. Introduction
This booklet presents a concise, practice-oriented version of the content developed in 
the Skills4EOSC D6.3 deliverable titled “Top 10 FAIR Data Things for AI and Health 
Technology”.

It focuses on the Artificial Intelligence section of that document.

It is intended as a quick-access resource for researchers, data professionals, and 
developers working to apply FAIR principles (Findable, Accessible, Interoperable, 
Reusable) in Artificial Intelligence workflows, especially those involving machine learning 
models and datasets.

The 10 practices highlighted here were identified and validated through a collaborative, 
two-round Delphi study involving domain experts in ML/AI and FAIR. The aim is to 
share easy, practical steps to help make machine learning and AI models more FAIR. 
The materials of the Delphi study are available on Zenodo (link: https://zenodo.org/
records/16536643).

In addition to the practices themselves, this booklet briefly summarises key reflections 
that emerged during a final community discussion, to provide context and indicate 
future directions.

The work focuses on machine learning (ML) models because they are widely used 
across disciplines and offer a practical entry point for developing FAIR implementation 
guidelines. This focus also enabled collaboration with ongoing, well-aligned initiatives. 
While the study did not distinguish between types of ML (e.g., supervised or reinforcement 
learning) or delve into more complex models like deep learning, the approach and 
outcomes are intended to be broadly applicable across different AI model types.
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2. How the 10 Practices were identified
The 10 FAIR practices presented in this booklet were identified 
through a structured two-stage Delphi study involving domain 
experts in Machine Learning and Artificial Intelligence.

In the first phase, a list of 20 recommended practices was compiled 
based on literature review and expert input. These practices were 
then evaluated in a first survey round, where participants rated their 
importance and provided suggestions.

Six practices were approved immediately in Round 1. Six were 
retained for further evaluation (having not quite reached consensus), 
and eight were discarded. In addition, six new suggestions emerged 
from participant comments and were added to the second round 
of voting.

The second round included the six retained practices and the six 
new ones. After this round, a total of 10 practices reached consensus 
and were selected as the final set of FAIR recommendations for ML/
AI models. These practices are presented in the next section.

The entire process was carried out in close collaboration with 
experts from the FAIR and ML/AI communities, in particular the 
RDA FAIR4ML IG (FAIR for Machine Learning Interest Group),  to 
ensure that the selected practices are both technically sound and 
practically relevant.

Top 10 FAIR Data Things for AI

https://www.rd-alliance.org/groups/fair-machine-learning-fair4ml-ig/activity/


/ Page 6

PREPARATION PHASE
20 recommended practices 

identified
•	 Based on literature review 

and expert input

REFINEMENT
•	 6 practices re-evaluated 

from Round 1
•	 6 new suggestions added 

from expert comments

ROUND 1 
DELPHI SURVEY
•	 6 practices approved
•	 8 excluded
•	 6 retained for further review

ROUND 2 
DELPHI SURVEY
	12 practices evaluated 
•	 4 practices approved

COMMUNITY DISCUSSION
•	 Online feedback session
•	 Reflections on adoption, 

feasibility, and support needs

FINAL OUTPUT
•	 10 FAIR practices selected

DELPHI PROCESS TIMELINE
The process described above is summarised below, 
highlighting the main phases and decisions that led 
to the selection of the final 10 FAIR practices.
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3. The 10 FAIR Practices for ML/AI
PRACTICE 1

Globally Unique Persistent Identifiers should be assigned to ML/AI models and included in their metadata.

Persistent identifiers (PIDs), such as DOIs, should be assigned to ML models and included in their metadata. This ensures 
that models can be reliably cited, found, and referenced by both humans and machines. PIDs are essential to support 
proper indexing, discovery, and traceability of models and their related components — including datasets, code, and 
configurations.

When models are updated or revised, new PIDs should be generated to reflect these changes and ensure clarity across 
versions.

PRACTICE 2

ML/AI models should be described with rich metadata.

Metadata should include descriptive keywords, contextual information, and other relevant attributes to support findability 
and reusability.

Clear and complete metadata helps others understand what the model is, how it works, and under what conditions it can 
be reused — promoting transparency and trust across the AI workflow.

PRACTICE 3

ML/AI models and their metadata should be retrievable through persistent identifiers using a standardised 
communications protocol that is open, free, and universally implementable.

The use of  standardised, open, and free communications protocols ensures technical accessibility through widely 
adopted tools and services. Where necessary, the protocol should support authentication and authorisation procedures, 
enabling access control without compromising interoperability.
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PRACTICE 4

The ML/AI model’s metadata should report evaluation results, e.g. accuracy, precision, recall, train vs. test error, etc.

Evaluation results such as accuracy, precision, recall, and train vs. test error should be included in the model’s metadata.

This documentation supports transparency, allowing others to understand how the model was assessed, its limitations, 
and under what conditions it can be meaningfully reused or compared to other models.

PRACTICE 5

ML/AI model metadata should document any prerequisites on the input data format and structure, including any 
required pre-processing, and output data format.

Providing this information helps ensure that others can correctly prepare data and interpret results when attempting to 
reuse or test the model, promoting transparency, reproducibility, and reusability.

PRACTICE 6

ML/AI model metadata should use a documented, accessible, and ideally broadly used format.

Using documented and accessible formats — ideally based on widely adopted standards — allows metadata to be 
interpreted by both humans and machines.

As with metadata for other digital outputs, this enhances discoverability, interoperability, and long-term usability.

PRACTICE 7

ML/AI model metadata should include qualified references to any related/required research objects, including code 
libraries, environments, code dependencies, etc.

Explicit references to relevant research objects — such as code libraries, execution environments, or dependencies — 
should be included in the model metadata.

These references should use persistent identifiers and follow best practices for linking resources. Where possible, semantic 
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descriptions of the relationships among different workflow components should be included to support reusability, 
reproducibility, and collaborative development.

PRACTICE 8

ML/AI models should have clear and accessible licenses attached to them.

Licensing terms should be explicitly stated and easily accessible.

Clear licensing is essential to ensure legal clarity and encourage responsible reuse, redistribution, and adaptation.

Examples include open licenses such as Open Responsible AI Licenses (OpenRAIL), which are designed to support 
transparent and ethical sharing of AI artefacts.

PRACTICE 9

Any ethical considerations/analyses during model development should be reported.

Ethical risks — such as bias, discrimination, limitations, or unintended impacts — should be documented to promote 
responsible reuse.

Attention should also be given to privacy, surveillance, and security concerns, helping ensure responsible and inclusive 
reuse of the model.

PRACTICE 10

Clear instructions on how to deploy the ML/AI model should be provided.

Deployment instructions ensure that users can effectively utilise the model in various environments, thus enhancing 
reproducibility.
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USE RICH, MACHINE-
READABLE METADATA

#Findability #Reusability

2

USE PERSISTENT 
IDENTIFIERS
#Findability #Accessibility

1

10 
PRACTICES 
FOR FAIR AI

ENSURE RETRIEVABILITY 
VIA OPEN PROTOCOLS
#Accessibility

3

DOCUMENT  
EVALUATION METRICS

#Reusability

4

DESCRIBE INPUT/OUTPUT 
AND PREPROCESSING
#Interoperability #Reusability

5

USE STANDARD 
METADATA FORMATS

#Interoperability #Reusability

6

REFERENCE RELATED 
RESOURCES IN METADATA
#Interoperability #Reusability

7

ATTACH CLEAR AND 
ACCESSIBLE LICENCES

#Accessibility #Reusability

8

DOCUMENT ETHICAL 
CONSIDERATIONS
#Reusability

9

PROVIDE CLEAR 
DEPLOYMENT INSTRUCTIONS

#Accessibility

10

THE 10 PRACTICES FOR FAIR AI
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ML/AI Expert
While structured data simplifies 
FAIR compliance, broader metadata 
implementation and agreement on 
the most important metadata to 
report remains challenging, often due 
to social and organizational barriers 
(understanding the benefit and finding 
time for proper implementation) 
rather than technical ones.

ML/AI Expert
Including performance is very useful, but 
many details should be considered as 
models are affected by small variations 
for example seed (values used to ensure 
consistency and variability in processes 
and models) used during training and 
applying identical sets of metrics may 
not be the most appropriate.

ML/AI Expert
Detailed reporting of model performance, 
along with established guidelines, 
significantly enhances model robustness 
and comparison with other models.

COMMUNITY DISCUSSION4. Reflections from the community
To complement the Delphi study, a short online discussion was held with 
a small group of ML/AI and FAIR experts (survey participants). Participants 
were asked to reflect on the final list of 10 selected practices, sharing 
their impressions through structured input and open conversation.
Feedback was gathered around four key questions:

•	Which practices are already partially adopted in current workflows
•	Which are easier to implement
•	Which are more difficult to implement

•	Which will require additional support for future uptake

Responses showed a clear distinction between well-established 
practices — such as using persistent identifiers and including licensing 
information — and more challenging ones, including documenting ethical 
considerations, model provenance, and model deployment. These latter 
practices were seen as important but harder to define, standardise, or 
apply without additional tools or shared frameworks.

During the open discussion, participants noted that many of the FAIR 
practices require not only awareness but also concrete examples, 
technical guidance, and supportive infrastructures. The need for common 
standards, shared evaluation frameworks, and lightweight tooling 
was emphasised as critical to bridge the gap between intention and 
implementation. In particular, issues related to ethics and transparency 
were seen as important, but often lacking clear operational pathways.
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5. Conclusions and outlook
The 10 practices presented in this booklet are not intended as a definitive checklist, but as a practical starting point to 
support the adoption of FAIR principles in Artificial Intelligence.

They reflect what is achievable today with limited resources, and what is needed to build more transparent, shareable, 
and reusable ML/AI models.

Their effective implementation will require not only awareness but also supportive tools, practical examples, and 
lightweight guidance tailored to real-world use cases. Community-driven initiatives and experimentation will play a key 
role in refining and disseminating these practices across domains and organisations.

This work invites further collaboration, feedback, and adaptation. It is an open call to move from principle to practice — 
together.
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