**הצד השלישי הנמוג: אוטומציה של יישוב סכסוכים**

ארנה רבינוביץ' עיני[[1]](#footnote-2)\*

מאמר זה עוסק באוטומציה של יישוב סכסוכים (DRA) והשפעתה על המערכת המשפטית ועל הצדדים המעורבים. בשנים האחרונות חלה עלייה בשימוש בטכנולוגיות מתקדמות, ובהן בינה מלאכותית ומודלי שפה גדולים, לצורך ניהול ויישוב סכסוכים. התפתחות זו צפויה לשנות מאפייני יסוד של הליכים משפטיים והליכים חלופיים (ADR) ליישוב סכסוכים, אשר נשענים במידה רבה על הגורם האנושי ביישוב הסכסוך. במאמר נבחנים השינויים שחלו במערכת המשפט בעשורים האחרונים, תוך שימת דגש על שורשיה של תופעת ה-DRA – הצמיחה וההתפשטות של הליכים מקוונים (ODR) וההתפתחויות בתחום הליגל-טק. המאמר סוקר את ההיסטוריה של הליכים חלופיים, את ההשפעות של מגפת הקורונה על המעבר להליכים מקוונים, ואת התפקיד המתפתח של בינה מלאכותית בתחום זה. כמו כן, נדונים האתגרים וההזדמנויות שמביאה עימה האוטומציה של יישוב סכסוכים, כולל השפעות על יעילות, הוגנות ולגיטימציה של ההליכים, והחששות מפני הטיות והעדר שקיפות בהחלטות מבוססות-אלגוריתמים. המאמר מסכם בקריאה לפיתוח תאוריה ולקידום סדר יום מחקרי שיסייעו להבנת ההשלכות של אוטומציה זו על מערכת הצדק ועל החברה כולה.

מבוא

האם מכונות צפויות להחליף שופטים בהכרעה בתביעות? האם בינה מלאכותית תתפוס את מקומם של מגשרים בהצמחת הסכמות? עד לא מזמן נשמעו תחזיות על אלגוריתמים שיסייעו לצדדים להתפשר או יספקו הכרעה בהליך משפטי רחוקות מהמציאות. ההתפתחויות של השנים האחרונות, ואלו שבתחום מודלי שפה גדולים בפרט, הפכו לקרובה מתמיד את האפשרות שמשא ומתן לפשרה – המתנהל ישירות בין הצדדים, בגישור או במסגרת ליטיגציה – ינוהל בתיווך של בינה מלאכותית. הרעיון שתוכנה תהיה מסוגלת להצמיח הסכמות יצירתיות, המיטיבות עם שני הצדדים ("מגדילות עוגה"), נראה כמעט מתבקש בעידן שבו האלגוריתמים התפתחו לתת מענה למטלות מורכבות ויצירתיות. גם האפשרות של הכרעה מבוססת-אלגוריתם בסכסוכים משפטיים נראית יותר ויותר קרובה, בתקופה שבה המלצה וניבוי של הכרעה אנושית על ידי מכונה, כמו גם ההחלפה של קבלת החלטות אנושית בבינה מלאכותית במגוון תחומים, הופכים לחלק ממציאות חיינו. תופעה זו של המרת הצד השלישי האנושי בהתערבות של מכונה תכונה במאמר זה "אוטומציה של יישוב סכסוכים" (Dispute Resolution Automation, או DRA).[[2]](#footnote-3) המפגש בין התפתחויות טכנולוגיות אלה לבין האתגרים המתמשכים הנלווים להליכים משפטיים, בעיקר הסחבת, המורכבות ההליכית והעלויות הניכרות, צפוי להביא לשינויים מרחיקי לכת בדפוס המוכר של הליכים, שעד היום התבסס בעיקר על מפגש פנים אל פנים ומעורבות של "צד שלישי" אנושי. הליכים שבהם נעשית אוטומציה של יישוב סכסוכים, המתנהלים מרחוק ונשענים יותר ויותר על אלגוריתמים בניהול והכרעה של הליכי יישוב סכסוכים, צפויים להפוך לחלק חשוב של מרחב יישוב הסכסוכים העתידי.

העלייה הצפויה של אוטומציה של יישוב סכסוכים היא תוצר של שינויי עומק שהתרחשו בשנים האחרונות בעולם יישוב הסכסוכים. בעשור האחרון נתח הולך וגדל של הסכסוכים שלנו מיושב באמצעות הליכים מקוונים (Online Dispute Resolution, או ODR), אשר חלקם אינם מערבים "צד שלישי" אנושי (מגשרת, בוררת או שופטת). עליית התחום של הליכים מקוונים התרחשה בשנות ה-90' של המאה הקודמת, כאשר נוצר צורך לתת מענה לסכסוכים רבים שצמחו לאחר פתיחת האינטרנט למסחר, שאותם לא ניתן היה לפתור במסגרת הליך פיזי. הליכים מקוונים, כפי שיתואר בפירוט בהמשך, כורכים טכנולוגיה דיגיטלית בניהול ויישוב סכסוכים. במקרים מסוימים מערבים הליכים מקוונים הליכים אוטומטיים במלואם, בעוד שבמקרים אחרים מדובר בהליכים הכוללים צד שלישי אנושי, שפועל לצד התוכנה.[[3]](#footnote-4)

עד לאחרונה הייתה הצמיחה של תחום ההליכים המקוונים, ואיתו של האוטומציה של יישוב סכסוכים, הדרגתית ואינקרמנטלית. בתי המשפט היו איטיים באימוצן של טכנולוגיות חדשות, וגם כאשר הן חדרו להליכים משפטיים הן נתפשו בראש ובראשונה כאמצעים לקידום יכולות פנימיות-בירוקרטיות ולא כהתפתחות חשובה העומדת בפני עצמה.[[4]](#footnote-5) עם האימוץ של מערכות ניהול תיקים מקוונות היה אך טבעי לעבור להגשה מקוונת של תביעות. לכאורה ניתן היה לחשוב שמכאן הדרך לניהול מקוון של ההליכים עצמם תהיה קצרה, אבל רק בעשור השני של המאה ה-21 החלו הליכים מקוונים לחדור לזירה השיפוטית. תחילה הוגבל השימוש בהליכים מקוונים בעיקר לתביעות קטנות, שם החליפו הליכים חדשניים מבוססי-תוכנה את ההליכים המסורתיים, ובמקרים נדירים נעשה שימוש גם בהיוועדות חזותית.[[5]](#footnote-6) באופן דומה, גם בתחום ההליכים החלופיים (Alternative Dispute Resolution, או ADR) הייתה רתיעה מפני השימוש בטכנולוגיה, מתוך תפישה שתחום ההליכים המקוונים הוא נישתי ומוגבל לזירות דוגמת סחר אלקטרוני.[[6]](#footnote-7) הסביבה הפיזית של התכנסות בנוכחות צד שלישי אנושי המשיכה להיתפש בתור המבנה המועדף לקיום הליכים ליישוב סכסוכים, פורמליים וא-פורמליים,[[7]](#footnote-8) בעוד שהליכים מקוונים נתפשו כמנגנון מקובל במקרים מוגבלים.

מצב דברים זה השתנה לחלוטין עם פרוץ מגפת הקורונה. וירוס הקורונה המריץ שינוי עומק, שרק אירוע בסדר גודל של מגפה גלובלית יכול היה להצמיח – הליכים משפטיים אזרחיים ופליליים, כמו גם הליכים בתחום המשפחה והעבודה, כאלה שטופלו בערכאות נמוכות ובבתי משפט עליונים, עברו להתברר באופן מקוון, לפחות בחלקם ובשלבים שונים של ההליך.[[8]](#footnote-9) גישורים ובוררויות, בין כאלה שנוהלו בחסות מערכת המשפט ובין כאלה שנוהלו באופן פרטי, גם הם עברו בהיקפים גדולים להתנהל מרחוק.[[9]](#footnote-10) מה שהיה עד אז בגדר הנורמה הפך לחריג, וקיומם של הליכים מקוונים הפך לדפוס המקובל.

לצד התפשטות ההליכים המקוונים והליכים מרחוק, השימוש בבינה מלאכותית בבתי המשפט ומחוצה להם גדל, התפתחות שהפנתה את תשומת הלב לתפקיד שממלאים ויכולים למלא אלגוריתמים בתהליכי קבלת החלטות, באיסוף וניתוח של מידע משפטי ובביצוע שירותים משפטיים.[[10]](#footnote-11) תעשיית ה"ליגל-טק" על מגוון המוצרים שהיא מציעה, לרבות האפשרויות לניבוי של תוצאות משפטיות על ידי בעלי דין ועורכי דינם, יצרה חיבור משמעותי נוסף בין הליכים משפטיים לטכנולוגיה, גם במקרים שבהם ההליך עצמו מתקיים או צפוי להתקיים בסביבה הפיזית.[[11]](#footnote-12)

הכניסה של טכנולוגיה לתחום של יישוב סכסוכים החלה לשחוק את מה שנראו עד אז כרכיבים אינהרנטיים של הליכים ליישוב סכסוכים – ההתכנסות הפיזית ובירור הסכסוך בפני צד שלישי אנושי. התפתחויות אלה גרמו לפרופ' ריצ'רד ססקיינד לשאול האם בתי המשפט הם "מקום או שירות".[[12]](#footnote-13) במאמר זה, המיקוד אינו בשינוי בזירת ההתרחשות של הליכים ליישוב סכסוכים, אלא בתפקיד של הגורם שמנהל הליכים אלה. בעוד שעבור מרבית האנשים התשובה לשאלתו של ססקיינד בעידן שלאחר הקורונה השתנתה לאור הגידול הניכר בהליכים מקוונים (או "הליכים מרחוק" כפי שכונו על ידי ססקיינד),[[13]](#footnote-14) הרי שהשינוי הכרוך באוטומציה של יישוב סכסוכים מתרחש במידה רבה "מתחת לרדאר".

השילוב של שתי ההתפתחויות – השימוש בהליכים מקוונים והכניסה של בינה מלאכותית להתמודדות עם סכסוכים וצרכים משפטיים – מהווה אוטומציה של יישוב סכסוכים. תופעת האוטומציה של יישוב סכסוכים היא העומדת בבסיס מערכת הצדק החדשה המתפתחת לנגד עינינו. אם סוף המאה ה-20 עמד בסימן אימוצם של הליכים חלופיים (Alternative Dispute Resolution, או ADR)[[14]](#footnote-15) ותחילת המאה ה-21 עמדה בסימן עליית הפשרה ו"המשפט הנמוג" (מיעוט של הכרעות שיפוטיות לאחר ניהול הליך משפטי מלא),[[15]](#footnote-16) אזי כעת אנו נכנסים לעידן של "הצד השלישי הנמוג" עקב הגידול באוטומציה של יישוב סכסוכים בבתי המשפט ומחוצה להם. שינויים אלה אינם טכניים. השינוי במדיום וההמרה של הגורם האנושי באלגוריתמים מהווים שינוי ערכי, חברתי ותרבותי, המאתגר את התפישות היסודיות ביותר שלנו לגבי צדק והדרכים הראויות להגשמתו. במערכת הצדק החדשה הנרקמת לנגד עינינו נצטרך לבחון מחדש תאוריות ומושגים קיימים על מנת לממש ערכים של הוגנות ושוויון ולשמור על הלגיטימציה של מערכת המשפט והליכים חלופיים הפועלים במסגרתה ולצידה. מאמר זה יבקש לעמוד על ההיבטים השונים ששינוי זה מעורר ולשרטט סדר יום מחקרי לגיבוש תאוריה והמשגה של האוטומציה של יישוב סכסוכים.

תופעת האוטומציה של יישוב סכסוכים מתכתבת עם כמה התפתחויות במישור ההליכי והטכנולוגי, ואותן נבחן בפרקים הראשון והשני של מאמר זה. פרק 1 יעסוק בתמורות שחלו במרחב יישוב הסכסוכים ברבע האחרון של המאה ה-20, ובכלל זה בתפקיד "הצד השלישי" ביישוב סכסוכים. פרק 2 יעמוד על שתי התופעות המרכזיות שחלו במישור הטכנולוגי-הליכי ושעומדות בבסיס האוטומציה של יישוב סכסוכים: צמיחת התחום של יישוב סכסוכים מקוון, והפיתוח של כלים ויישומים מבוססי-בינה-מלאכותית במישור המשפטי. בפרק 3 נציג את ההזדמנויות והאתגרים הטמונים בהמרת הגורם האנושי ביישוב סכסוכים, ובפרק 4 נפרוש סדר יום מחקרי שיבקש לתת מענה לשאלות שהתעוררו בפרק הקודם. נסכם בפרק 5 עם מחשבות על העתיד.

1. ההתפתחות ההיסטורית של המשפט הנמוג והשפעתו על הצד השלישי

כדי להבין את המשמעות של המרת הגורם האנושי ביישוב סכסוכים, יש להבין ראשית את חשיבות תפקידו של הצד השלישי האנושי. כפי שנראה, מרחב יישוב הסכסוכים עבר שינוי ניכר החל מהרבע האחרון של המאה הקודמת. השינויים, שיתוארו בקצרה בפרק זה, כללו עיגון של הליכים חלופיים כחלק ממערכת המשפט הפורמלית ולצידם, וגם שינוי עומק באופן פעילותם של בתי המשפט. חרף תמורות אלה, נשמרה המרכזיות של "הצד השלישי" – גורם אנושי חיצוני לסכסוך שמסייע לצדדים ליישב את המחלוקת ביניהם, אם בדרך של הכרעה ואם באמצעות הסדר.

על המרכזיות של הצד השלישי עמד ההיסטוריון מרטין שפירו, שתיאר את "עקרון המשולש" שלפיו מאז ומתמיד פנו שני צדדים ניצים לגורם שלישי שיסייע להם בפתרון הסכסוך ביניהם.[[16]](#footnote-17) למעשה, מדובר בעיקרון אוניברסלי. בכל תקופה, בכל מקום, מוכר לנו המבנה ההליכי שלפיו צדדים מסוכסכים פונים לצד שלישי חיצוני לסכסוך ומבקשים ממנו לסייע בידם ליישב את הסכסוך, כתחליף להכרעה אלימה.[[17]](#footnote-18) מה שהחל כפנייה ל"זקן הכפר" או לעשיר המקומי, הפך ברבות השנים להופעה בפני שופט בעל תפקיד ציבורי, המחיל כללים אחידים על המקרה, תוך שמירת ריחוק וניטרליות מהצדדים המעורבים. בחירה בצד השלישי והסכמה על הכללים שלפיהם יכריע בסכסוך הוחלפו, אם כן, ב"חוק" ו"משרה"[[18]](#footnote-19) שביססו את המקצועיות, הריחוק והניטרליות של הצד השלישי.[[19]](#footnote-20)

במחצית השנייה של המאה ה-20 התרחשו שינויים מרחיקי לכת במבנה בתי המשפט עם האימוץ של הליכים חלופיים (ADR), תחילה בארה"ב ולאחר מכן גם במקומות רבים נוספים ברחבי העולם, לרבות בישראל.[[20]](#footnote-21) הצמיחה של ההליכים החלופיים נבעה ממקורות שונים אשר כולם נגעו בסופו של דבר למגבלות ולחסרונות של השימוש בהליכים פורמליים ואדברסריים להתמודדות עם סכסוכים.[[21]](#footnote-22) הליכים חלופיים, ובראשם הליך הגישור, קודמו כחלופה מועדפת להתמודדות עם סכסוכים, ודאי בהקשר שבו יש לצדדים מערכת יחסים נמשכת, כיוון שהם מאפשרים לתת מענה לשורשי הסכסוך ולחזק את האוטונומיה של הצדדים, שכן הם יכולים לבחור האם להשתתף בהליך ולגבש בעצמם את אופי הפתרון הרצוי. הליכים אלה אינם מקצינים את הסכסוך ומאפשרים לשמר מערכות יחסים, אינם מוגבלים לסעדים המשפטיים, ופעמים רבות הם יעילים יותר ואף נותנים מקום להשתתפות ישירה והשמעת קול בהליך.[[22]](#footnote-23) המחשבה הייתה שבהרחבת היריעה מעבר למה שכונה "שיח זכויות" ל"שיח אינטרסים" ניתן יהיה להגיע לפתרונות "מגדילי עוגה" שנותנים מענה לצרכים של שני הצדדים, וזאת בניגוד לאופי הדיכוטומי של הכרעה משפטית.[[23]](#footnote-24) בנוסף, נטען כי המעורבות של הצדדים לסכסוך בגיבוש ההסכם תגביר את הלגיטימציה של ההליך ותחזק את המימוש הוולונטרי של ההסכמות שגובשו.[[24]](#footnote-25)

למעשה, נוצרו שני מודלים מנוגדים של דמות הצד השלישי. המודל האחד, של שופטת, מושתת על תפישה שלפיה תפקידו של הצד השלישי להכריע בסכסוך על בסיס מומחיותו המקצועית – היכרותו עם הדין ויכולתו לברור את העובדות הרלוונטיות ולהעריך את מהימנות הראיות. השופט בוחן את מאורעות העבר ומתיימר לברר מה קרה עובדתית ומהן ההשלכות המשפטיות של מצב דברים זה. המטרה היא לספק סעד משפטי שנותן מענה לזכויות הצדדים. המגשרת, לעומת זאת, נדרשת למומחיות בניהול ההליך (להבדיל מתחומי הסכסוך המהותיים). התפקיד של הצד השלישי בגישור הוא להניע הידברות פתוחה בין הצדדים, שחותרת להגיע לצורכי העומק שלהם[[25]](#footnote-26) ולהצמיח הסכמות שנותנות מענה לאינטרסים של שני הצדדים. בעוד שהמודל השיפוטי נסמך על מקצועיות מהותית, היכרות עומק עם המאטריה המשפטית והפעלת סמכות הניתנת לאכיפה ולהוצאה אל הפועל, הרי שהמודל הגישורי מתבסס על יכולות של הקשבה, הצבת שאלות, מסגור מחדש וחתירה לפתרונות יצירתיים, תוך גיוס הצדדים לשיתוף פעולה.[[26]](#footnote-27)

לקראת סוף המאה ה-20, לאחר כמה עשורים של התנסויות עם הליך הגישור במסגרות שונות, מוסדו הליכים חלופיים בבתי משפט וטריבונלים מנהליים, לצד הקמתם של מרכזי גישור קהילתיים וגופים פנים-ארגוניים ליישוב סכסוכים במקומות עבודה וארגונים גדולים.[[27]](#footnote-28) המיסוד לווה אומנם בחששות ובביקורות,[[28]](#footnote-29) אולם מהר מאוד הפך הדיון בשאלת הרציות של הליכים חלופיים לתאורטי, כאשר המערכת התגייסה כולה לקידומן של פשרות ולקידום היעילות והגברת הנגישות לערכאות.[[29]](#footnote-30)

נדמה היה שהמיסוד של הגישור החזיר את יסודות הבחירה וההסכמה להתקיים לצד המודל השיפוטי המודרני. עם זאת, מבט מעמיק חשף שהמודל הגישורי בן ימינו אימץ יסודות פורמליים ונשען במידה רבה על עולם המשפט. המגשר, כמו השופט, היו בעלי מקצוע שלא הכירו את הצדדים וחתרו לניטרליות.[[30]](#footnote-31) פעמים רבות אף היו המגשרים בעלי מומחיות משפטית והביאו להסכמות ב"צל המשפט".[[31]](#footnote-32) ההיבט המפתיע ביותר היה שבסופו של דבר גם ממד הוולנטריות שבגישור כורסם, כאשר הגישור נאלץ להסתמך על הפניה של תיקים מבתי המשפט כדי לייצר נפח תיקים מספק, לעיתים תוך חיוב השתתפות בהליך הגישור מצד המערכת המשפטית.[[32]](#footnote-33) הליך הגישור עבר במידה רבה "משפטיזציה" (יש שכינו זאת "קואופטציה"),[[33]](#footnote-34) ובמקביל גם ההליך השיפוטי אימץ דפוסים המזוהים עם תחום ה-ADR.[[34]](#footnote-35) לצד ההפניה להליכים חלופיים החלו השופטים עצמם ליזום פשרות בין הצדדים, באמצעות הכרעה על דרך הפשרה, או אישור פשרות שהושגו על ידי הצדדים בצל המעורבות השיפוטית.[[35]](#footnote-36) כחלק מהרוח החדשה בבתי המשפט, הערכת ביצועי השופטים עברה להיות תלויה לא רק בשליטה שלהם בנבכי הדין ובשאלת נכונות ההכרעה שלהם, אלא גם בקצב סגירת התיקים שלהם ובשאלת קיומה של סחבת בניהול הליכים על ידם.[[36]](#footnote-37) המשמעות הייתה של כישורים ויכולות שונים מאלה שנדרשו באופן מסורתי מהשופטים והשופטות – לא רק ידע משפטי, אלא גם יצירתיות וכושר שכנוע, לצד יכולות גישוריות לקירוב הצדדים להסכמות, בין אם פרוצדורליות ובין אם מהותיות.[[37]](#footnote-38)

התפתחויות אלו הובילו לדיון ער סביב התפקיד הראוי של הצדדים השלישיים השונים, ההכשרה והכישורים הנדרשים עבורם – מה יבטיח את מילוי תפקידם כראוי וכיצד ניתן לקיים הליכים שמקדמים יעילות ונגישות מבלי לכרסם בהוגנות שלהם ובלגיטימציה המוסדית.[[38]](#footnote-39) בעוד שבמישור הידע והמומחיות המהותיים נותרו הבדלים מסוימים בין תפקיד השופטות למגשרות (חרף ה"משפוט" של הגישור וחדירת הפשרה לשפיטה), הרי שבמישור הפרוצדורלי עברו הן שופטים והן מגשרים לתפקד באופן דומה בזירה עם כללים גמישים ותיעוד חלקי, כזה שחותר להביא צדדים להסכמות בשלב מוקדם. המניע המרכזי לשינויים אלה במערכת המשפט היה הרצון לייעל את המערכת, התפתחות חשובה ורצויה, אולם כזו שגם עוררה ביקורת מנקודת ראות של הוגנות הליכית ונגישות. מתכונת הליכית מזורזת שמונעת מהרצון לסיים הליכים מהר עלולה שלא לתת לצדדים הזדמנות להשמיע את קולם, והחוויה ההליכית עלולה להיתפש כבלתי מכבדת או כמוטה.[[39]](#footnote-40)

כפי שנראה בחלק הבא, כניסתה של הטכנולוגיה להליכים משפטיים התרחשה ממש באותן שנים של התרחבות המיסוד של הליכים חלופיים. באורח מעניין, האימוץ של הליכים מקוונים בזירה הציבורית דווקא לא היה מונע באופן בלעדי, ואף לא עיקרי, על ידי הרצון להתייעל ו"לסגור תיקים". ההתנסויות הראשונות עם הליכים מקוונים היו מונעות בעיקר מהרצון לחזק את הנגישות לצדק של משתתפי ההליך לאור הנוחות הכרוכה בניהול הליכים שאינם דורשים נוכחות פיזית ומושתתים על שיח מובנה, והטמעה של הכללים הפרוצדורליים בפלטפורמה המקוונת.[[40]](#footnote-41) בנוסף, כפי שנראה, השינויים הטכנולוגיים קשורים בטבורם לשינויים רחבים יותר שעברו על התחום ההליכי בדמות עלייתה של חשיבה תכנונית/עיצובית ("design thinking") והמיקוד בקשר בין פרוצדורה ונגישות לצדק, תמורות שמחזקות נגישות לצדק ושיש להן השפעה על תפקיד הצד השלישי.[[41]](#footnote-42) בעוד שבמהלך המיסוד של הליכים חלופיים תוארו הליכים שיפוטיים וחלופיים כתמונות מראה אלו של אלו, הרי שהצמיחה של הליכים מקוונים החל מאמצע שנות ה-90', וההתרחבות של המסגרת של תכנון הליכי למישור הפורמלי בעשור לאחר מכן, הציבו את ההליכים הפורמליים והא-פורמליים באותו צד של המתרס, בעקבות עלייתה של הבחנה חדשה – בין המרחב הפיזי למקוון.

1. עליית האוטומציה ביישוב סכסוכים
2. יישוב סכסוכים מקוון

התחום של הליכים מקוונים החל להתפתח באמצע שנות ה-90' של המאה הקודמת עם הגידול בסחר אלקטרוני.[[42]](#footnote-43) המגעים התכופים בין צדדים מרוחקים וזרים, פעמים רבות ממדינות שונות ודוברי שפות שונות, הצמיחו גם סכסוכים. מהר מאוד היה ברור שהסכסוכים התכופים שהתעוררו בין צדדים מרוחקים, ושפעמים רבות נגעו לסכומים בעלי ערך פעוט, לא יוכלו להיפתר פנים אל פנים.[[43]](#footnote-44) פלטפורמות מקוונות החלו להציע מקבילות להליכים חלופיים מוכרים דוגמת משא ומתן, גישור ובוררות.[[44]](#footnote-45) בתחילת הדרך נתפשו הליכים מקוונים כנחותים מהליכים המתקיימים פנים אל פנים ומתאפיינים בתקשורת עשירה ובטוחה יותר. לכן, התפישה הרווחת הייתה שהליכים מקוונים מיועדים להתמודד עם סכסוכים שצמחו בזירה המקוונת, אשר עבורם ההליכים הפיזיים אינם חלופה ריאלית. בהמשך יושמו ההליכים המקוונים גם במישור האזורי (הרגולציה האירופית מס' 524/2013 על הליכים מקוונים לסכסוכים צרכניים) והבינלאומי (הניסיון של קבוצת העבודה של UNCITRAL לייצר כללים על הליכים מקוונים), עדיין תוך התמקדות בסכסוכים שצמחו במסגרת סחר אלקטרוני חוצה-גבולות.[[45]](#footnote-46)

עם התפתחות הטכנולוגיה והחשיבה על התחום, הדגש בהליכים מקוונים עבר מניסיון לשכפל הליכים מוכרים לשאיפה לתכנן הליכים חדשים שעושים שימוש במאפיינים הייחודיים של הסביבה המקוונת ומבוססת התוכנה, מה שזכה לכינוי "הצד הרביעי".[[46]](#footnote-47) הכוונה בצד הרביעי היא למגוון הדרכים שבאמצעותן הטכנולוגיה יכולה לסייע לצד השלישי האנושי או להחליף את ההתערבויות שלו.[[47]](#footnote-48) היתרונות של הליכים מקוונים, בעיקר במישור היעילות והנוחות, זכו להכרה.[[48]](#footnote-49) עם התרחבות השימוש באינטרנט, התפשטות הטלפונים החכמים והצמיחה של רשתות חברתיות, היטשטשה ההבחנה בין הזירה המקוונת לפיזית,[[49]](#footnote-50) והשימוש בהליכים מקוונים נתפס כרצוי יותר דווקא בגלל אותן תכונות שנחשבו תחילה כחסרונות ושנבעו מאופייה הדיגיטלי של התקשורת. כך למשל, התיעוד האוטומטי שהגיע עם המעבר לתקשורת מקוונת נתפס תחילה כמנוגד לרוח הגישור, שמעלה על נס את הפרטיות של חילופי הדברים בין הצדדים. עם הזמן התחדדה התרומה שיכולה להיות לתיעוד בהבטחת איכות ההליך ותוצאותיו בשל ההזדמנויות שנוצרו לבקרה ולמידה.[[50]](#footnote-51) גם ההבניה של השיח והאחידות שנוצרת עם ההמרה של התערבות אנושית בתוכנה נתפסה תחילה כהיבט בעייתי שפוגע ביכולת להציע התערבות יצירתית ומותאמת-הקשר. עם הזמן נחשפו היתרונות הגלומים בהיבטים אלה, בין השאר בשל הצמצום בהטיות אנושיות בלתי מודעות, הטיות שעלולות להביא לפערים בתוצאות משפטיות במקרים דומים. ואכן, עם הזמן, השילוב של גישה מרחוק, הבניית השיח בין הצדדים ויכולת העיבוד האוטומטי של מידע החלו להיתפש כיתרונות הן בזירה הפרטית-הא-פורמלית, הן בציבורית-הפורמלית. בעקבות זאת, החל מאמצע העשור השני של המאה ה-21 אומצו הליכים מקוונים בבתי משפט ובטריבונלים במקומות שונים בעולם.[[51]](#footnote-52)

המיסוד של הליכים מקוונים בספֵרה הציבורית תפס כיוון מסעיר ובלתי צפוי בהינתן מסכת הלחצים שבהם היו נתונים בתי המשפט להמשיך ולהתייעל. במקום שימוסדו הליכים מקוונים המהווים מקבילה להליכים מוכרים מתוך ניסיון לזרז את סגירת התיקים, סיפקה הכניסה של הליכים מקוונים הזדמנות לדמיין מחדש את אופיו של ההליך המשפטי ואת המסע שעוברים במסגרתו מתדיינים בניסיון לחזק גישה לצדק, בדגש על צדדים בלתי מיוצגים.[[52]](#footnote-53) יעילות נתפשה כתוצר לוואי חשוב ומשמעותי, אך לא הפכה לחזות הכול, כפי שקרה בהקשר של רפורמות פרוצדורליות אחרות דוגמת ההליכים החלופיים ובאימוץ של טכנולוגיות בהקשרים אחרים במערכת המשפט.[[53]](#footnote-54)

הליכים מקוונים התנהלו באותה תקופה על הכתב, באופן א-סינכרוני (המתדיינים ו"הצד השלישי" מתכתבים בזמנם החופשי במועד שנוח להם ובמנותק ממועדי הפעילות של בתי המשפט). מודל זה ייתר לא רק את הצורך להתכנס פיזית, אלא גם את התיאום של מפגש מרוחק בזמן אמת, וחיזק היבטים של יעילות ונגישות.[[54]](#footnote-55) ההישענות על תקשורת כתובה הייתה משמעותית לא רק בגלל החיסכון בזמן ובייתור הצורך בנסיעות ובהתכנסות במהלך יום העבודה, אלא גם מכיוון שתקשורת מעין זו מאפשרת לצדדים לחשוב ולהתייעץ ומספקת להם אפשרויות מובנות למענה באשר לטיב הבעיה שהם מתמודדים איתה והפתרונות שהיו מעוניינים בהם, אפשרויות שעשויות לגשר על פערי שפה וידע. לא רק אופן ניהול ההליך השתנה, אלא גם סוגי ההליכים שצמחו היו חדשים בחלקם, כאלה שאין להם מקבילה פנים אל פנים. כך, למשל, פותח הליך "דיאגנוזה" שמאפשר לצדדים להבין טוב יותר את הבעיה שהם מתמודדים עימה, את אפיקי הפעולה האפשריים ואת סוגי הפתרונות שעומדים בפניהם. הדבר נעשה באמצעות רצף שאלות ותשובות ומגוון כלים המושתתים על אוטומציה.[[55]](#footnote-56)

בנוסף, במסגרת הליך של משא ומתן אוטומטי התוכנה מסייעת לצדדים בניסוח ובמסגור התקשורת ביניהם, כמו גם בהערכת האפשרויות העומדות בפניהם ובאיתור אזורי הסכמה. כפי שנראה בהמשך, הצמיחה של הליכים ייחודיים אלה נוצרה מהמפגש בין דפוסי החשיבה בעולם ההליכים החלופיים, ובעיקר התפישה שיש להתאים את המאפיינים ההליכיים להקשר שההליכים מיושמים בו,[[56]](#footnote-57) לבין המתודולוגיות שמלוות את הזירה הטכנולוגית, ובעיקר זו של "תכנון מוכוון-משתמש" והכניסה של חשיבה עיצובית לזירה המשפטית.[[57]](#footnote-58) שילוב זה הביא להתמקדות בצורכי המשתמשים, אשר עד לאותה נקודה לא הוזמנו להשמיע את קולם בשאלות פרוצדורליות בהליכים משפטיים, ולאימוץ של חשיבה בינתחומית על התרגום של צרכים אלה למבנה הליכי, לרבות האפשרות של הליכים מקוונים.[[58]](#footnote-59)

תוצר דגל של שימוש במתודולוגיות ומסגרות חשיבה אלה הוא הטריבונל המקוון החלוצי בבריטיש קולומביה (Civil Resolution Tribunal, או CRT), שהוקם לפני פחות מעשור. בטריבונל זה מתבררים, בין השאר, סכסוכי תביעות קטנות ותביעות על נזקי גוף.[[59]](#footnote-60) ההליך נפתח בשלב דיאגנוזה של הבעיה המשפטית וקיומה של עילת תביעה בסמכות הטריבונל, שבעקבותיו עשויה להיות מוגשת תביעה שלגביה יוכלו הצדדים בשלב ראשון לקיים משא ומתן מקוון על הכתב באופן א-סינכרוני, ולאחר מכן לנהל הליך מעין-גישורי מקוון בתיווכו של צד שלישי אנושי, ורק אם כל אלה לא צלחו, יעברו הצדדים לדיון בפני פאנל של בית הדין.[[60]](#footnote-61) למעשה, המבנה ההליכי המדורג שקיים בקנדה מהדהד את זה שפותח כבר בתחילת המאה במערכת יישוב הסכסוכים של eBay, עבור סכסוכי מסחר אלקטרוני. מערכת זו היוותה השראה לרבות מהמערכות המתקדמות יותר, והמבנה שלה אומץ גם במקומות אחרים בעולם כמודל מוצלח לתכנון הליכי.[[61]](#footnote-62) המבנה מאפשר להביא ליישוב חלק הארי של הסכסוכים בשלב מוקדם, ללא מעורבות צד שלישי אנושי בזכות אוטומציה ומבנה הליכי מדורג (אם כי ללא שימוש בבינה מלאכותית).[[62]](#footnote-63) היבטים מרכזיים של מבנה זה אומצו במערכות הליכים מקוונים נוספות שהוטמעו בספֵרה הציבורית.[[63]](#footnote-64) התכנון המדורג של הליך יישוב הסכסוך, הנפתח בהליכים מבוססי-אינטרסים, דוגמת משא ומתן וגישור, ומתפתח לשלבים מבוססי-הכרעה, דוגמת בוררות והכרעה שיפוטית, כמו גם ההבנה שההתמודדות עם הסכסוך הבודד עשויה להיות בעלת השלכות רחבות יותר ולשמש להתמודדות עם סכסוכים עתידיים, תאמו תובנות שצמחו בעולם יישוב הסכסוכים המסורתי. תובנות אלו צמחו עם הפיתוח של מודלים של "תכנון מערכות יישוב סכסוכים" או "תכנון הליכי" שהציעו אפיון של הליכים ליישוב סכסוכים ואמות מידה לתכנון מערכות יישוב סכסוכים והערכה שלהן, כמו גם חשיבה על מניעת סכסוכים עתידיים.[[64]](#footnote-65) מה שהתחיל כתת-תחום של הליכים חלופיים וצמח מההקשר של מערכות יישוב סכסוכים פנימיות במקומות עבודה וארגונים, הפך ברבות השנים למסגרת חשיבה לתכנון הליכי במגוון זירות – מקומיות ובינלאומיות, פורמליות וא-פורמליות,[[65]](#footnote-66) ובשנים האחרונות – גם כאלה המיושמות בזירה הפיזית וכאלה המשלבות מדיומים נוספים.[[66]](#footnote-67)

אחת התובנות המרכזיות של תחום התכנון ההליכי היא שהכרעות בדבר מתכונת ומבנה פרוצדורליים אינן מהוות סוגיות טכניות, אלא משפיעות בהכרח על סוגי הערכים המקודמים באותה סביבה (שוויון, גילוי האמת, השתתפות), התוצאות שאליהן יגיעו הצדדים במסגרת ההליך (משפטיות או מבוססות-אינטרסים, מוטות או מאוזנות, הכרעה לעומת הסכמה) והמטרות שתמומשנה באמצעות ההליכים (יעילות, נגישות, לגיטימציה).[[67]](#footnote-68) מחקרים שנערכו על הליכים מקוונים מראים את ההשפעה של שינויים טכנולוגיים על המישור ההליכי ועל תוצאות ההליך. במחקר אמפירי על פלטפורמה לניהול הליכים מקוונים שאומצה במאות בתי משפט מדינתיים בארה"ב בשם קטליס (לשעבר מטרהורן), אשר יושמה במגוון סוגי סכסוכים, ביניהם תעבורה, תביעות קטנות ומשפחה, נמצא כי האימוץ של הליכים מקוונים בבתי משפט הביא להגברה של נגישות ויעילות (גם של הליכים שהמשיכו להתנהל פנים אל פנים באותם בתי משפט שבהם הוטמעו הליכים מקוונים).[[68]](#footnote-69) בנוסף, נמצא במחקר השוואתי של תיקי תעבורה כי פערים בתוצאות המשפטיות (גובה הקנס ו/או הנכונות להקל בחומרת העבירה) שהיו מקושרים עם הגזע של הצדדים נעלמו עם המעבר מהליכים פנים אל פנים להליכים שהתקיימו באופן מקוון על הכתב.[[69]](#footnote-70)

לצד יתרונות הליכי ה-ODR לווה האימוץ של הליכים מקוונים בביקורות ובאתגרים משמעותיים. רבים חשו שהאימוץ של הליכים שפותחו להתמודדות עם סכסוכים פשוטים סביב עסקאות במוצרים בסכומים נמוכים אינו מתאים להקשרים מורכבים יותר, הדורשים תקשורת עשירה.[[70]](#footnote-71) כמו כן לוו האמירות שלפיהן הליכים מקוונים יוכלו לשפר נגישות לצדק בסקפטיות מצד גורמים שונים, אשר סברו כי הפתרונות הללו אינם טובים דיים עבור צדדים מוחלשים.[[71]](#footnote-72) לחששות לפגיעה בזכויות המהותיות נשוא הסכסוך התלוו חששות בנוגע לזכות לפרטיות של הצדדים ולקיומן של פרצות באבטחת המידע.[[72]](#footnote-73) כמו כן העלו מבקרים חששות לגבי הפרטה מוגברת של המערכת המשפטית בשל הכניסה של גורמים מקצועיים חדשים לזירה המשפטית – ממהנדסי תוכנה דרך מומחים לחוויית משתמשים, חלקם עובדים של חברות חיצוניות הפועלות למטרות רווח.[[73]](#footnote-74) במישור של המשתמשים הועלו חששות לגבי החוויות שלהם בהליך "רזה" מעין זה, עד כמה יחושו שקולם נשמע, בוודאי כשמדובר בסכסוך רגשי ומורכב.[[74]](#footnote-75) לבסוף, ההתנסות עם הליכים אלה הראתה שקיים קושי למשוך משתמשים כאשר הם מוצעים באופן רצוני.[[75]](#footnote-76) למעשה קושי זה מוכר גם מהמיסוד של הליכי ADR, אולם המעבר למיסוד חובה של הליכים מקוונים מעורר קשיים ייחודיים במישור ההנגשה. עם זאת, היו מקומות שבחרו ללכת בדרך זו תוך מתן סיוע משמעותי לאוכלוסיות מוחלשות מתוך תפישה שפתרון זה מספק מענה מוצלח יותר לאתגרי הנגישות למשפט.[[76]](#footnote-77) באופן כללי, רבים מהחסרונות נתפשו הללו ככאלה שניתן להתמודד עימם באמצעות תכנון הליכי מתאים, בעוד שאחרים צפויים להשתנות עם הזמן והשינוי בהעדפות וביכולות של אנשים.[[77]](#footnote-78) גישה זו קיבלה חיזוק עם פרוץ הקורונה.

התפשטות מגפת הקורונה הביאה למהפכה בתחום ההליכים המקוונים. כמעט בין לילה עברו הליכים משפטיים פורמליים וחלופיים ברחבי העולם ממתכונת פיזית להתנהלות מרחוק.[[78]](#footnote-79) לצד גידול באימוץ של מערכות הליכים מקוונים בבתי משפט שונים, עברו הליכים רבים להתנהלות באמצעות היוועדות חזותית, בעיקר דרך מערכות מסחריות דוגמת זום, סקייפ וטימז.[[79]](#footnote-80) להתפשטות של הליכי היוועדות הייתה השפעה מהפכנית על התפישות המקובלות לגבי סוג ההליכים שניתן וראוי לנהל מרחוק, אך במובנים רבים היא החמיצה חלק ניכר מהפוטנציאל הטרנספורמטיבי של הליכים מקוונים. הכניסה של הליכי היוועדות בתקופה זו לא לוותה, מטבע הדברים, בחשיבה ובתכנון של הליך מותאם-הקשר שבו נשקל באיזו מידה הבחירות התכנוניות וסוג המדיום מקדמים את הערכים והמטרות הרצויים. כך, נמצא כי חרף עלייה בשיעור ההתייצבות לדיונים בתקופת הקורונה בהיוועדות חזותית בהשוואה להליכים המתקיימים פנים אל פנים, מחקרים מסוימים מצאו כי להליכים אלה השפעה לא שוויונית על צדדים מוחלשים דוגמת שוכרי דירות ואסירים.[[80]](#footnote-81) אתגרים במישור של נגישות לחומרה ורוחב פס מתאימים, התחברות מבתים צפופים ורועשים, העדר ידע לגבי ניהול התוכנות והאפליקציות, וחוסר הבנה של הקודים התרבותיים הנלווים לניהול הליך מרחוק פגעו פעמים רבות בצדדים מעוטי אמצעים.[[81]](#footnote-82) לצד דברים אלה מצאו מחקרים אחרים כי הליכים בהיוועדות חזותית היו נגישים יותר, משביעי רצון יותר, פחות מעוררי חרדה ואף הובילו לתוצאות משפטיות טובות יותר עבור צדדים מוחלשים שנתבעו בהליכי פינוי.[[82]](#footnote-83) בנוסף, חשוב לציין שבניגוד להליכים מקוונים על הכתב, הליכים בהיוועדות חזותית כמעט לא לוו בשלבים הראשונים בניסיון לרתום את מאפייני המדיום לייצור הליכים מסוג חדש, אלא בעיקר בניסיון לשכפל את הדיון המסורתי בפני צד שלישי אנושי ולקיימו תחת מגבלות הריחוק של הקורונה.[[83]](#footnote-84)

השינויים שהתרחשו בתקופת הקורונה הותירו חותם על התנהלות בתי המשפט. בארה"ב הפכו הליכי ההיוועדות החזותית לחלק אינטגרלי מניהול הליכים בבתי המשפט ולמתכונת דומיננטית בהליכי גישור המתנהלים מחוץ לבתי המשפט.[[84]](#footnote-85) כמו כן, ההליכים המקוונים הא-סינכרוניים ממשיכים להתפשט בארה"ב, וצפויים להתרחב גם במחוזותינו.[[85]](#footnote-86) בעוד שמפתה לראות את הכניסה של הליכי היוועדות חזותית בתור מה שייהפך לדפוס הרווח של הליכים מקוונים בעתיד, נראה כי יש בסיס לסברה כי המתכונת הא-סינכרונית של ההליכים המקוונים תהיה המודל הרווח, הן בשל היתרונות הגלומים בה במישור של נגישות ויעילות, הן בשל הפוטנציאל לשילוב אינטגרלי של אוטומציה ובינה מלאכותית בהליכים אלה.[[86]](#footnote-87) הליכים מקוונים משלבים כבר היום אוטומציה ברמה מסוימת ובמקרים בודדים ניתן לדבר על שילוב של בינה מלאכותית של ממש,[[87]](#footnote-88) אולם התרחבות השימוש בהליכים מקוונים לצד ההתפתחויות שחלות בתחום הבינה המלאכותית בזירה המשפטית, כמתואר בפרק הבא, צפויות להאיץ את התפשטות הבינה המלאכותית ביישוב סכסוכים.

1. בינה מלאכותית והליכים ליישוב סכסוכים

בעשור האחרון התפתח התחום של בינה מלאכותית במישור ההליכי-משפטי בשני צירים: האחד, הפיתוח של כלים המבוססים על בינה מלאכותית באופן ייעודי עבור השוק של מוצרים ושירותים משפטיים במסגרת מה שמכונה תעשיית "ליגל-טק",[[88]](#footnote-89) והאחר, פיתוח של כלי בינה מלאכותית בעלי תחולה "כללית", המיושמים בזירה המשפטית וביישוב סכסוכים א-פורמלי, כאשר הבולטים שבהם בתקופה האחרונה הם אלו המבוססים על מודלי שפה גדולים (Large Language Models, או LLMs).[[89]](#footnote-90) כפי שנראה, בשנים האחרונות שני הצירים הללו מתנקזים לכיוונים שיכולים לשנות באופן עמוק את האופן שבו הליכים ליישוב סכסוכים בבתי המשפט ומחוצה להם מתנהלים ומיושבים.[[90]](#footnote-91)

על החיבור בין בינה מלאכותית למקצוע המשפטי עמדו כבר לפני עשרות שנים, אך התפישה שלפיה צפויות להיות לכניסה של טכנולוגיות משפטיות השפעה משבשת על המקצוע החלה להישמע יותר ויותר החל משנות ה-80' המאוחרות של המאה הקודמת.[[91]](#footnote-92) תחילה הושם הדגש על הזמינות והנגישות הגוברת של מידע משפטי דרך רשת האינטרנט, שצמצמה את הבלעדיות על מידע שהייתה נחלת המקצוע המשפטי.[[92]](#footnote-93) עדיין, המורכבות של השפה, הדוקטרינות וההסדרים המשפטיים הראו עד כמה אין די במידע משפטי כללי כדי להנגיש את הידע המשפטי לציבור הרחב.[[93]](#footnote-94) בהמשך, עם הפיתוח של מגוון כלים שמספקים שירותים ומוצרים משפטיים, החלו להתעורר שאלות לגבי ייחוד המקצוע,[[94]](#footnote-95) ובאופן עמוק יותר לגבי היכולת של מכונות לבצע משימות שהן מנת חלקם של אנשים או נשים שהם בעלי הכשרה משפטית.[[95]](#footnote-96)

מאז ומתמיד הייתה לשחקנים חוזרים בעלי משאבים יכולת לבצע ניתוח ולמידה של תיקים ולהפעיל סוג מסוים של ניתוח של מידע משפטי.[[96]](#footnote-97) עם זאת, הכניסה של בינה מלאכותית בהקשר זה שינתה את המצב באופן דרמטי דרך היכולת לנתח באופן שיטתי מספרים גדולים של הכרעות שיפוטיות, פסקי בוררים והסכמות גישוריות.[[97]](#footnote-98) הן עורכי דין, הן צדדים לסכסוך (דוגמת חברות ביטוח) עושים יותר ויותר שימוש בניבוי התוצאה המשפטית לגיבוש העמדה שלהם במסגרת ניהול משא ומתן. אם בעבר היה המשא ומתן מתנהל בצל הכרעות שיפוטיות,[[98]](#footnote-99) הרי שיותר ויותר הוא יעבור להתנהל בצל של "מה שהאלגוריתם מנבא שהמשפט יאמר" ולא "מה שהמשפט אומר".[[99]](#footnote-100) על היישום של בינה מלאכותית בהקשר זה נשמעו ביקורות,[[100]](#footnote-101) כאשר הספקנים טוענים כי הטכנולוגיה רחוקה עדיין מהיכולת להמיר את עבודתם של בעלי הכשרה משפטית ושאין לה היכולת לבצע את הניתוח המדוקדק שנדרש במתן ייעוץ משפטי וקבלת החלטות במישור זה.[[101]](#footnote-102) עבורם, מציאת קורלציות בין תיקים, כפי שעושים כלי בינה מלאכותית רבים, שונה מאוד מסוג הניתוח הנדרש בהחלטה משפטית מנומקת.[[102]](#footnote-103) חרף ביקורות אלה השוק של הליגל-טק ממשיך לצמוח ולייצר "צל של ניבויי הכרעה" שמעצב את תהליך קבלת ההחלטות של המעורבים בסכסוך.[[103]](#footnote-104)

הבינה המלאכותית חדרה גם אל הרובד ההליכי בזירה הציבורית, כאשר ערכאות שיפוטיות ומנהליות החלו להיעזר בה הן במישור קבלת החלטות הן במישור הבירוקרטי-פנימי.[[104]](#footnote-105) המקרה המוכר ביותר, וזה שזכה לביקורות נוקבות במיוחד, הוא השימוש באלגוריתם להערכת מסוכנות והסיכוי לפשיעה חוזרת במסגרת הליכי קביעת ערובה והארכות מעצר.[[105]](#footnote-106) האלגוריתם של חברת COMPAS נמצא מוטה כלפי שחורים, לנוכח הקריטריונים שהוא מתבסס עליהם, דוגמת אזור המגורים וההיסטוריה של היתקלויות עם המשטרה של החשוד, אינדיקטורים שצפויים ממילא להיות שכיחים יותר אצל שחורים לנוכח ריכוזי משטרה והטיות מצד השוטרים בהחלטה לתשאל ולעצור שחורים.[[106]](#footnote-107) בעוד שבהקשר זה המעורבות האלגוריתמית היא בגדר המלצה, בהקשרים מנהליים יש כבר שימוש באלגוריתמים כמקבלי החלטות.[[107]](#footnote-108) ההתפשטות של השימוש בבינה מלאכותית לקבלת החלטות בהקשרים מעין-שיפוטיים, כמו גם הטשטוש הקיים בין המלצה, ניבוי וקבלת החלטות, מלמדים שהכניסה של בינה מלאכותית לזירה של קבלת החלטות במרחב יישוב הסכסוכים צפויה להתרחב.

עד היום, השימוש בבינה מלאכותית במסגרת הליכים מקוונים היה מוגבל, כפי שעולה מן התיאור בפרק הקודם. מעט הליכי משא ומתן אוטומטי מוכרעים על ידי אלגוריתם – בעיקר בהקשרים מוגבלים שבהם מתנהל משא ומתן על סכום כספי. כיום נעשה שימוש בהליכים כאלה בהקשר של סכסוכים אזרחיים[[108]](#footnote-109) ובתחום גירושין.[[109]](#footnote-110) כמו כן, חלק מההליכים המקוונים מציעים לצדדים במשא ומתן שימוש בכלים המייצרים עבורם מסמכים משפטיים בהתבסס על מידע שהזינו, כמו גם שימוש במחשבונים שונים לחישוב פיצויים או דמי מזונות,[[110]](#footnote-111) ואף צפייה בהכרעות או הסכמות שהושגו במקרים דומים.[[111]](#footnote-112) עם זאת, מגבלה חשובה היא שהנתונים מתבססים על פי רוב על הכרעות שיפוטיות פומביות ולא על הסדרים א-פורמליים, שאינם גלויים או נגישים לציבור ולרשויות.[[112]](#footnote-113)

הפריצה של מודלי שפה גדולים (LLMs) לחיינו דרך ChatGPT ודומיו היוותה נקודת מפנה. בניגוד ליישומי בינה מלאכותית שפותחו עד אז בתעשיית הליגל-טק, אין מדובר בפיתוח מותאם לסביבה המשפטית, אך היכולת של מודלים אלו לזהות מידע רלוונטי, לתרגם, לנבא ולייצר תכנים היא פורצת דרך ומאתגרת רבות מהביקורות שהועלו כנגד היומרה לאמץ בינה מלאכותית כתחליף לגורם האנושי ביישוב סכסוכים בזירה השיפוטית, ובכלל.[[113]](#footnote-114) ה- ChatGPT מצליח להתבסס על כמויות מידע עצומות ביצירת תוכן מקורי, בתגובה ל"פרומפטים" (שאילתות ספציפיות) מצד המשתמשים, ויכול לסייע בעריכת מחקר משפטי (למשל באמצעות סיכום חומר רקע רלוונטי או ניסוח טיעונים), ביצירת מסמכים משפטיים (חוזה, צוואה וכדומה), או בניתוח משפטי של מצבים עובדתיים שונים.[[114]](#footnote-115)

לאחרונה שבר ChatGPT שיאים חדשים, עת עבר בהצלחה יתרה את מבחני הלשכה האמריקאים.[[115]](#footnote-116) המוניטין שצבר הביא להישענות של גורמי מקצוע עליו, וכבר ידוע על מקרה של שופט שהסתמך על ChatGPT במסגרת החלטה שנתן,[[116]](#footnote-117) חרף החששות בנוגע לאי-הדיוקים והמגבלות של הכלי (בין היתר בשל תופעת ה"הזיות" שנלווית ליצירתיות שמודל מעין זה מביא עימו), וכן בנוגע לאתגרים האתיים והרגולטוריים שהוא מעורר.[[117]](#footnote-118) על כן, אין זה מפתיע שהבינה המלאכותית היא גם מושא לרגולציה משפטית,[[118]](#footnote-119) אם כי האתגר לבצע בקרה על כלי שהיכולות שלו מתפתחות באופן כה מסיבי ובקצב כה מהיר הוא גדול. לאור השיפור הדרמטי בין הגרסה הקודמת של ChatGPT לזו האחרונה, קשה להעריך מה תהיינה ההתפתחויות בטווח הארוך, אולם בטווח הקרוב יותר יש הערכות שפיתוחים עתידיים יכללו גיבוש אסטרטגיה עצמאית על ידי ChatGPT והיכולת להשוות למשל עדויות בכתב עם עדויות בווידאו.[[119]](#footnote-120) עד היום התמקדה החשיבה על השפעת הבינה המלאכותית על צדדים שלישיים בשלב ההכרעה. המחקר התמקד פחות בדפוס הרווח של יישוב סכסוכים בעידן המשפט הנמוג – יישוב סכסוכים הסכמי – שבמסגרתו לובש הצד השלישי תפקיד של מגשר או מתווך שמסייע לצדדים להגיע להסכמה. במישור זה, הכלים החדשים צפויים להשתלב בהליכים מקוונים ולסייע לצדדים לנהל משא ומתן, כמו גם לסייע לצד השלישי בניסיונות התיווך והגישור שלה (למשל בניסוח שאלות בוחן מציאות, או באיתור והצגת האופן שבו יושבו מקרים דומים בעבר).

בפרק הבא נדון בהזדמנויות ובאתגרים הטמונים בהמרת הצד השלישי האנושי במכונה. כפי שנראה, חלק ניכר מהיתרונות והחסרונות הכרוכים באובדן האלמנט האנושי בהקשר של יישוב סכסוכים דומים לאלו המתעוררים בהקשרים נוספים. עם זאת, נדמה שההקשר של הכרעה ויישוב סכסוכים משפטיים מעורר גם סוגיות ייחודיות, הן לנוכח הצורך הניכר במציאת פתרונות יצירתיים ומשמעותיים לבעיה הקשה של נגישות לצדק, הן בגלל המשמעות שאנו נוטים לייחס לגורם האנושי ביכולת שלנו להגשים את המטרות של הבטחת צדק והצמחת לגיטימציה בקרב הציבור כלפי המערכת המשפטית.

1. הזדמנויות ואתגרים בהמרה של הגורם האנושי במכונה ביישוב סכסוכים

הכניסה של אלגוריתמים לזירה של יישוב הסכסוכים הביאה עימה תקווה להתמודדות עם בעיות העומק של התחום. מזה כמה עשורים המערכת מנסה לשפר את היעילות והנגישות שלה, לנוכח היותם של הליכים משפטיים ממושכים, יקרים ומורכבים. בנוסף, המערכת סובלת מאתגרים במישור ההוגנות, הן במישור הפרוצדורלי הן במישור התוצאה. ברובד ההליכי, הלחץ לנהל הליכים מהירים ומוטי-פשרה עלול להגביל הזדמנויות להשמעת קול, להיתפש כיחס בלתי מכבד ולפגום בניטרליות של הצד השלישי. גם ברובד של התוצאה העמידו מחקרים רבים לאורך השנים בשאלה את איכות התוצאה, אם בשל ממצאים בדבר קיומן של הטיות שמיתרגמות לפערים בתוצאות המשפטיות עבור חברי קבוצות מוחלשות, ואם בשל "דמיונו התרופתי המוגבל" של בית המשפט.[[120]](#footnote-121) בתי המשפט ניסו לתת מענה לקשיים הללו, בין השאר באמצעות עיגונם של הליכים חלופיים ליישוב סכסוכים, אשר כפי שהראינו בפרק 1 לעיל לא הצליחו בסופו של דבר לספק מענה כולל לאתגרים הללו. הקושי המתמשך להתמודד עם אתגרים אלה עלול גם להיתרגם לפגיעה בלגיטימציה. כיצד תשפיע האוטומציה על היבטים אלה? כפי שנראה, ההשפעה צפויה להיות מורכבת ורב-ממדית.

1. יעילות

התרומה של אלגוריתמים לממד של יעילות היא כמעט מובנת מאליה. היכולת של אוטומציה, וביתר שאת של בינה מלאכותית, לייעל היבטים שונים הקשורים בניהול ויישוב סכסוכים, היא עצומה. באופן מסורתי, התחום של יישוב סכסוכים מסתמך על יכולות אנושיות, המופעלות בזירה הפיזית. לכן, פעילות זו הייתה תלויה בקצב של קבלת החלטות אנושית ובקיבולת של מרחבים פיזיים – בתי משפט או חדרי גישור. המעבר להליכים מקוונים נתן מענה, קודם כול, למגבלות במישור של קיום מפגשים פיזיים. הכניסה של אלגוריתמים להליכים אלה פותחת פתח גם להנגשתם ולייעולם בהיבטים של קבלת החלטות. ההישענות על אוטומציה מאפשרת למלא משימות מהר יותר, בנפח גדול בהרבה ובעלויות נמוכות במידה ניכרת מגורמים אנושיים. [[121]](#footnote-122)ואכן, היתרון של אלגוריתמים הוא במידה רבה ביכולת שלהם להתמודד עם מסה גדולה של החלטות או התערבויות באופן מדויק ובעלויות נמוכות. האלגוריתמים יכולים לא רק לעבד כמויות מידע עצומות ביעילות, אלא גם לזהות קורלציות במערכות נתונים באופן שאף גורם אנושי אינו יכול. [[122]](#footnote-123) הקורלציות הללו יכולות לשמש להחלטות מבוססות-בינה-מלאכותית, המלצות, ניבוי, הצמחת שאלות לקידום שיח בין צדדים, זיהוי אזורי הסכמה ואי-הסכמה בעמדות הצדדים ועוד מגוון כלים.

היעילות שמזוהה עם בינה מלאכותית באה לידי ביטוי לא רק בנפח ההחלטות/ההסכמות ומהירות המימוש שלהן, אלא גם בשיפור איכותן באמצעות למידה של התערבויות מוצלחות יותר ופחות שנעשו על ידי צדדים שלישיים אנושיים וזיהוי דפוסים של סכסוכים שניתן למנוע אותם מראש. בנוסף, הבינה המלאכותית יכולה, דרך הזיהוי של התערבויות מוצלחות בסכסוך, למשל כאלה שמצמיחות פתרונות הוגנים ואפקטיביים, ליצור כלים שיסייעו לצדדים להבין טוב יותר את מצבם ואת האפשרויות שעומדות בפניהם, את היכולת שלהם לתאר את הקונפליקט, לחשוף צדדים להחלטות ולהסכמות שהגיעו אליהן במצבים דומים, ולספק ניסוחים מוצעים לצדדים שלישיים אנושיים, ואפילו לצדדים עצמם. [[123]](#footnote-124)על מנת לבצע דברים אלה נדרשת כמובן דאטה לאימון, מה שעשוי להוות אתגר בסביבת יישוב סכסוכים שהיא הרבה פעמים סודית ולא פורמלית, [[124]](#footnote-125)אם כי בהקשר של הליכים מקוונים עשוי קושי זה להיות מופחת (והיתרונות במישור היעילות עשויים להיות מועצמים).[[125]](#footnote-126)

בנוסף, השימוש בבינה מלאכותית עשוי לחזק את הדיוק ביישוב סכסוכים, ולא רק את היעילות של ההליכים. באמצעות ניבוי של תוצאות ההליך, השימוש של בינה מלאכותית בצל המשפט עשוי להביא לתוצאות מהירות ומדויקות יותר בחסות מאגרי המידע העצומים שבינה מלאכותית מתבססת עליהם. לצד הציפייה שהניתוח של מאגרי מידע עצומים יחשוף מידע שהצדדים לא היו מודעים אליו ובכך ימתן ציפיות מופרזות, קיים חשש שלצדדים תהיה גישה לא-שוויונית לטכנולוגיה ולמידע, ולכן משא ומתן כזה עלול להתדרדר למשא ומתן חד-צדדי עם תוצאות לא מאוזנות. כל זה נכון עד גבול מסוים לנוכח הנטייה של מודלי שפה גדולים לספק לעיתים תשובות שגויות ומומצאות כחלק מנטייתם להזיות, כפי שהוזכר לעיל.

1. הטיות

הבינה המלאכותית עשויה לסייע בפתרון בעיות נוספות, כמו האתגר של הטיות של צדדים שלישיים אנושיים. כל בני האדם, כולל אלה שמחויבים באופן עמוק לערכים של שוויון, לוקים בהטיות בלתי מודעות, והטיות אלה מעצבות את תהליכי קבלת ההחלטות מצידם ויכולות להשפיע הן על שופטים, הן על צדדים שלישיים בזירה הא-פורמלית. [[126]](#footnote-127)לאורך השנים חשפו מחקרים שונים את ההשפעה הפוטנציאלית והמעשית של הטיות על בתי משפט והליכים חלופיים. [[127]](#footnote-128)כך, נמצא כי זהות הצדדים להליך עשויה לעצב את האופן שבו הוכרעה תביעתם, כפי שניתן לראות בחשיפה של פערים עקביים בתוצאות משפטיות הפועלים לרעתם של אפרו-אמריקניים.[[128]](#footnote-129) בשאלת קיומן של הטיות בתוצאותיהם של הליכים חלופיים אין תשובה חד-משמעית, בעיקר בשל אתגרים מתודולוגיים במחקרים שבוצעו לגביהם, אבל שאלת ההשפעה של הסביבה הלא-פורמלית והסודית על הסכמות שמושגות בסכסוכים המערבים מיעוטים ממשיכה להיות נושא לדיון ער.[[129]](#footnote-130)

הניסיונות למגר הטיות ולייצר מרחב מאוזן עבור הצדדים זכו להצלחה מועטה לנוכח הלחצים לזרז סגירת תיקים ולהתייעל, תנאים שמהווים כר פורה להכרעות מבוססות-סטראוטיפים. [[130]](#footnote-131)גם בבתי המשפט וגם בהליכים חלופיים, פערים בתוצאות יכולים להיתפש כ"אי-דיוקים", כאשר התקווה הייתה שזה בדיוק סוג ההטיות שאלגוריתמים יוכלו למנוע. עם זאת, מהר מאוד התברר שציפייה זו הייתה נאיבית. [[131]](#footnote-132)הגישות המוקדמות שתפשו את הטכנולוגיה כניטרלית וכנטולת ממד ערכי הומרו בגישה ניואנסית יותר.[[132]](#footnote-133) מצד אחד, בשימושים מסוימים בהליכים מקוונים אכן הודגמה הפחתה בהטיות במקומות שבהם זהות הצדדים לא הייתה גלויה. [[133]](#footnote-134) מצד שני, היה ברור שטכנולוגיה איננה פתרון קסם, שמאחורי הקוד ניצבים אנשים ומודלים מורכבים, ושההליכים הטכנולוגיים משקפים בסופו של דבר ערכים ובחירות אנושיות, וכתוצאה מכך גם הטיות.[[134]](#footnote-135)

1. החלפת תכונות אנושיות

ההסתייגויות לגבי שימוש בבינה מלאכותית בהקשר של יישוב סכסוכים נוגעות על פי רוב לשני היבטים: החששות לגבי אובדן תכונות ייחודיות המזוהות עם היכולת האנושית, והמאפיינים הייחודיים של בינה מלאכותית שעלולים לפגום באפקטיביות או בהוגנות של הליכי יישוב סכסוכים.[[135]](#footnote-136) בנוגע לחשש הראשון, עולה השאלה באיזו מידה יכולה בינה מלאכותית לשכפל את היכולת של צדדים אנושיים שלישיים למלא את תפקידם.[[136]](#footnote-137) לצד כתיבה משמעותית בשאלת היכולת של בינה מלאכותית להחליף את עורכי הדין,[[137]](#footnote-138) **ישנה כתיבה המתמקדת בצדדים שלישיים, שם הסוגיות הן שונות. צדדים שלישיים מכריעים (שופטים ובוררים) מצופים להגיע להחלטות המתבססות על יישום כללים על הנסיבות של המקרה שלפניהם. ההחלטות צריכות להיות הוגנות, עקביות, לא שרירותיות, להינתן בזמן, ולהיות מנומקות. משימה זו רחוקה מלהיות פשוטה ולעיתים קרובות פתוחה למגוון אפשרויות, הנופלות תחת שיקול הדעת הלגיטימי של צד שלישי. כיצד ניתן לתרגם את המורכבויות של הפעלת שיקול הדעת האנושי, שמורכב מקביעות חמקמקות של מה מהווה את החלק המחייב של תקדים (לעומת אמרת אגב), וכיצד כללים אלה מיושמים (או מאובחנים) בכל מקרה, לעיתים תוך שקילת שיקולי מדיניות ושיקולים אחרים שאינם משפטיים טהורים, נותרת שאלה פתוחה בשלב זה.**

**באופן דומה, כאשר בינה מלאכותית משמשת גורם מסייע למשא ומתן בין צדדים או שמסייעת לצד השלישי שמשמש כמגשר, הועלו ספקות לגבי היכולת של אלגוריתמים לדמות את העושר של תקשורת אנושית, על הרגישות והיצירתיות שבה.****[[138]](#footnote-139) בה בעת, הכוונה של חסידי הבינה המלאכותית איננה לחקות את העשייה האנושית על כל מאפייניה אלא להמיר אותה ב"משהו אחר".[[139]](#footnote-140) מה בדיוק כרוך באמירה זו נותר עלום משהו, אך ממד אחד עשוי להיות העצמה של הצדדים עצמם לקבל החלטות ולהגיע להסכמות, תוך שהם נעזרים ביכולות ניתוח הדאטה, ארגון המידע והפקת הטקסטים הגלומות בבינה מלאכותית.**

1. הוגנות ולגיטימציה, דיוק ושקיפות

**אתגר מרכזי נוסף קשור לשקיפות, לדיוק ולהסברתיות של תוצאות מבוססות-אלגוריתמים. שקיפות מתייחסת לפתיחות באשר לאופן הפעולה, המידע והשיקולים של מערכת הבינה המלאכותית, ונמצא כי יש לה השפעה רבה על הצמחת אמון בקרב המשתמשים.[[140]](#footnote-141) הסברתיות מתייחסת לאינטראקציה וההסבר שניתן למשתמש הקצה.[[141]](#footnote-142) כיוון שלא ניתן עוד להסתמך על "מתכונים" להפעלתם, קשה מאוד (למעשה כמעט בלתי אפשרי) לפענח כיצד הגיע אלגוריתם להכרעה מסוימת, מהם הערכים, הנורמות והעקרונות שהנחו החלטה כזו, והאם היא שגויה או מוטה,**[[142]](#footnote-143) **כשההקשר המשפטי מציב אתגרים משמעותיים במיוחד.[[143]](#footnote-144)**

**אלגוריתמים מריצים מודלים, אשר מטבע הדברים מפשטים את המציאות ולכן יבצעו טעויות, אשר בחלקן משקפות הטיות וסטראוטיפים שלנו.** [[144]](#footnote-145)ה**טכנולוגיה, שלעיתים נדמית אובייקטיבית, מערפלת את ה"ערכים שבעיצוב" שלה ואת התוצאה המוטה שעלולה לנבוע מהם.** [[145]](#footnote-146)**האופי ה"אטום" של אלגוריתמים מייצר חששות לגבי היותם סוג של "קופסה שחורה" שאינה מאפשרת לפענח את התהליכים שעומדים מאחוריה.** [[146]](#footnote-147) **ברור לכול כי תהליך קבלת החלטות אנושי יכול להיות בעייתי ומוטה גם הוא, ולכן אין זה מפתיע שהאלגוריתמים, מעשה ידי אדם, משכפלים מגבלות אלה. לא בכדי מזהירים כותבים רבים מפני ההשפעות המוטות של "טעויות" עקביות מצד אלגוריתמים המופעלים בהיקף עצום כלפי אנשים המשתייכים לקבוצות מוחלשות – מהגרים, עניים, מיעוטים, חסרי השכלה.**[[147]](#footnote-148) **לחברי הקבוצות הללו יכולת מוגבלת לאתגר את ההחלטות שהתקבלו בעניינם בתהליך מבוסס-אלגוריתמים, חסרים להם המשאבים להשיג עליהן** **ובמרבית המקרים הן נתפשות כחלק מהיסטוריה ארוכה של יחס מפלה. אפילו במקרים שבהם נוכל לזהות שהתוצאה מוטית, קשה מאוד לזהות האם בעיות אלה נובעות מטיב הדאטה שהאלגוריתם "למד" ממנה, או מהמשמעות שהוצמדה לדאטה כזו על ידי המכונה.**[[148]](#footnote-149) **אפילו למתכנתים עצמם קשה להסביר "מדוע ואיך הפיק האלגוריתם את הניבוי שאליו הגיע".**[[149]](#footnote-150)

היו ניסיונות להתמודד עם הטיות בקבלת החלטות אלגוריתמית דרך עבודה על האופן שבו מוגדר דמיון בין אנשים, על ידי התייחסות לאנשים שמשתייכים לקבוצות מוחלשות באותו אופן כמו לכלל האוכלוסייה, ובבדיקה האם העקרונות של הוגנות נשמרו בתהליך קבלת ההחלטות האלגוריתמי. [[150]](#footnote-151) בכל זאת, החששות לגבי העדר שקיפות ואחריותיות במערכות מבוססות-בינה-מלאכותית נמשכים. **בעיות אלה מוחרפות כאשר קבלת החלטות אלגוריתמית לא רק מפלה, אלא גם מתבצעת תוך פגיעה בפרטיות,**[[151]](#footnote-152) **ובציפיות (ולעיתים בזכות) לקבלת הכרעה מנומקת.** [[152]](#footnote-153)

בעוד שבינה מלאכותית מתפרשׂת על עוד ועוד תחומים, שאלות לגבי הוגנות המערכות הללו והשפעתן על פלחים שונים באוכלוסייה נמשכות.[[153]](#footnote-154) חששות אלו הניעו גופים שונים, פרטיים וציבוריים, להצמיח עקרונות, שיטות עבודה מומלצות ואמות מידה אתיות לשימוש בבינה מלאכותית בזירה המשפטית.[[154]](#footnote-155) בכל אלו יש דגש על הוגנות, שקיפות ואחריותיות של מערכות בינה מלאכותית. [[155]](#footnote-156)הוגנות ואחריותיות הן אבני היסוד של לגיטימציה בהליכי יישוב סכסוכים מודרניים.[[156]](#footnote-157) לגיטימציה היא מה שמאפשר ליחידים להביא את הסכסוך שלהם בפני ערכאה ליישוב סכסוכים, להשתתף בהליך, ולמלא אחר תוצאותיו. במקום שבו דפוס הפעולה של אלגוריתם אינו גלוי והעקרונות שלפיהם מושגות תוצאות ההליך אינם ידועים, יתקשה הליך כזה לעמוד בעקרונות המקובלים של לגיטימציה.[[157]](#footnote-158)

בספרות על יישוב סכסוכים יש על פי רוב התייחסות לתפישת לגיטימציה שנגזרת מהאופן שבו צדדים להליך חווים אותו – איכות ההליך (האם היה ניטרלי, מאוזן, הוגן), איכות היחס שקיבלו (האם התייחסו אליהם בכבוד ובהגינות), והאם הייתה הזדמנות להשמעת קול (האם הרגישו ששמעו אותם, האם ניתנה להם הזדמנות לספר את הסיפור, האם הבינו אותם). [[158]](#footnote-159)ברור לכול שתפישות של לגיטימציה שנעוצות בחוויות הליכיות אינן יכולות להוות תחליף לפרספקטיבה מהותית על הוגנות ושוויון. [[159]](#footnote-160)עם זאת, התפקיד של פרוצדורה בעיצוב תפישות הוגנות ולגיטימציה התבססה לאורך השנים כגורם דומיננטי, ועל כן יש לבחון אותה גם בהקשר של השימוש בבינה מלאכותית ביישוב סכסוכים.

**מרבית המחקרים על צדק פרוצדורלי, שמהווה את המסגרת התאורטית השלטת בתחום התפישות של לגיטימציה במערכת הצדק, נערכו לגבי הליכים המתקיימים בסביבה פיזית ובתיווכם של גורמים אנושיים.****[[160]](#footnote-161) רק בשנים האחרונות אנו רואים יותר ויותר מחקרים שנערכים גם על תפישות של הוגנות פרוצדורלית ולגיטימציה לגבי הכרעות המושתתות על בינה מלאכותית,****[[161]](#footnote-162) מיעוטם נערך בהקשר של הכרעות שיפוטיות או מעין-שיפוטיות,****[[162]](#footnote-163) ומספר קטן עוד יותר נוגע למעורבות אלגוריתמית ביישוב סכסוכים שאינו מבוסס-הכרעה.[[163]](#footnote-164) מחקר מעין זה מתבקש, כיוון שהתפישות של צדדים לגבי איכות ההליך צפויות להשתנות. אילו ממצאים צפוי מחקר מעין זה להניב? נדמה שתפישות לגבי הניטרליות וההוגנות של ההליך עשויות להיות מושפעות בכיוונים שונים לנוכח המידע שנחשף הן לגבי הטיות אנושיות והן לגבי הטיות אלגוריתמיות. בנוסף, נדמה שהרכיבים ההליכיים הקשורים לאיכות היחס שצדדים מקבלים עשויים להיחלש כאשר הגורם האנושי מומר במכונה.** [[164]](#footnote-165)**אשר להזדמנות להשמעת קול, ההכנסה של בינה מלאכותית עשויה להשפיע בכיוונים מנוגדים. מן הצד האחד, ייתכן שהעדרו של גורם אנושי מן העבר השני יגרום לאנשים להרגיש שלא נשמעו. מן הצד האחר, שינוי באופי ההליך, למשל האימוץ של הליך א-סינכרוני שיאפשר להם להשתתף בזמנם החופשי ומבלי שדבריהם ייקטעו על ידי אחרים, עשוי לגרום להם להרגיש ששמעו אותם, אולי אף יותר מאשר בהליך המתקיים בזמן אמת בפני צד שלישי אנושי.** [[165]](#footnote-166)

המחקרים שנערכו על תפישות הוגנות הליכית ולגיטימציה בבינה מלאכותית מצביעים על החשיבות של ההקשר מבחינת אופי המטלה שבמסגרתה מומר שיקול דעת אנושי במכונה, עולם התוכן שלגביו נסבה ההחלטה, מורכבות המקרה, וטיב ההחלטה – המלצה לעומת הכרעה.**[[166]](#footnote-167)** המחקרים מראים שבהקשרים מסוימים החלטה מבוססת-בינה-מלאכותית עשויה לזכות בלגיטימציה דומה או אף גבוהה מזו של גורם אנושי, אך בהקשרים אחרים לא.[[167]](#footnote-168) מחקר שבחן תפישות הוגנות הליכית ולגיטימציה של שופטים כלפי החלטות מבוססות-בינה-מלאכותית במערכת הצדק הפלילית מצא עמדות שליליות וחשש שכניסת אלגוריתמים תפגע בלגיטימציה של המערכת.[[168]](#footnote-169) בניסוי מעבדה נמצאו תפישות הוגנות גבוהות יותר לאלגוריתם על פני מעורבות אנושית בהליך גישורי, בעוד שהגורם האנושי נתפס כהוגן יותר כאשר מדובר היה בהכרעה.[[169]](#footnote-170) מחקר נוסף מצא אישוש להעדפה להכרעה אנושית, אך באורח מעניין נמצא כי העדפה זו אינה נובעת מהתכונות המזוהות עם האנושיות של מקבלי ההחלטות כי אם מהדיוק, היסודיות וההסברים המזוהים עימם, מה שנתפס כיכולת לעשות קונטקסטואליזציה.[[170]](#footnote-171) לצד מחקרים אלה, היו כאלה שהראו העדפה להכרעה אלגוריתמית בהקשרים משפטיים ומעין-משפטיים מנקודת מבט של הוגנות הליכית.[[171]](#footnote-172) מעניין במיוחד הממצא שלפיו מתן הזדמנות להשמעת קול בפני אלגוריתם היה משמעותי למשתתפים והצליח למתן את היתרון שיוחס להכרעה אנושית.[[172]](#footnote-173) גם במחקר על סינון והסרת תכנים פוגעניים בטוויטר על ידי אלגוריתם נמצא שלאלגוריתמים מיוחסות תכונות המזוהות על פי רוב עם התערבות אנושית בהכרעה בסכסוך. החוקרים מצאו יחס הפוך בין תפישות הוגנות ההליך, ובייחוד של השאלה האם משתמשים תפשו את היחס בהליך כמכבד, לבין הישנות התנהגות מפרה לאחר קיומו של הליך הסרת התכנים.[[173]](#footnote-174)

מעבר לתפישותיהם של צדדים המשתתפים בהליך, מרחפות שאלות מוסריות לגבי עצם ההאצלה של סמכויות קבלת החלטות למכונה בהקשר של יישוב סכסוכים. הדברים נכונים לא רק בזירה הציבורית, כיוון שגם יישוב סכסוכים פרטי מעורר שאלות של פערי כוחות והעדר שקיפות, ואף ביתר שאת. למעשה, הכניסה של בינה מלאכותית לזירת יישוב הסכסוכים מקדימה בחלק מהזירות את החשיבה המוסדרת על ההיבטים הנורמטיביים של מהלך זה. השימוש בבינה מלאכותית עד כה אומנם מוגבל, אבל מדובר בתופעה שהולכת וצוברת תאוצה ושהיקפה חורג מהכרעה של מקבלי החלטות, וכולל רבדים מגוונים שבהם בינה מלאכותית יכולה להיות מהולה בניהול, ביישוב ובמניעה של סכסוכים. חשוב לציין שגם כאשר אין אימוץ פורמלי של מערכות מבוססות-בינה-מלאכותית ניכר כי נעשה שימוש בכלים מבוססי-בינה-מלאכותית גנרטיבית הן בבתי המשפט, הן בזירה הא-פורמלית.[[174]](#footnote-175)

1. לקראת תאוריה חדשה של יישוב סכסוכים: סדר יום מחקרי להשפעות של "הצד השלישי הנמוג"

כיצד חוקרים השפעה של חידוש טכנולוגי שמבטיח לשנות מהיסוד את אחד ממאפייני הבסיס של הליכים ליישוב סכסוכים? כפי שראינו, בשנים האחרונות יש גוף מחקרי הולך וגדל שעוסק בשאלות קרובות, אך אין עדיין מסגרת חשיבה כוללת על הטרנספורמציה שהליכים ליישוב סכסוכים צפויים לעבור מנקודת מבט הליכית. פרספקטיבה כזו מחייבת הישענות על העקרונות הבאים: א) הכרה בקשר בין הליך לתוצאה, ב) מחויבות להקשר, ג) חיבור בין הפן התאורטי לאמפירי, ו- ד) חשיבות נקודת המבט הסובייקטיבית של משתתפי ההליך ואחרים, לצד איסוף וניתוח של נתונים "אובייקטיביים".

העיקרון הראשון הוא ההכרה בקשר שבין הליך לתוצאה. נקודת המוצא של פרספקטיבה הליכית היא שהליכים הם משמעותיים. לכאורה מדובר באמירה טריוויאלית, אבל בעבר נתפשה הפרוצדורה כ"שפחתו של הדין המהותי", כמשנית, וכעניין טכני נעדר חשיבות.[[175]](#footnote-176) תפישה זו התערערה בעשורים האחרונים בשל גורמים מספר. ראשית, צמחה הכרה כי פרוצדורות הן חשובות כי הן מעצבות את התוצאה המהותית. הליכים שונים מביאים לתוצאות שונות. למעשה, זה היה חלק מהרציונל לאימוצם של הליכים חלופיים, שהרי הליך כמו גישור אמור להוביל לתוצאות מסוג שונה לחלוטין מהליך שיפוטי.[[176]](#footnote-177) על כן, ברור לנו שכניסה של אוטומציה להליך והמרה של צד שלישי אנושי באלגוריתמים עשויות להשפיע על סוג התוצאות שתושגנה בהליכים אלה לעומת הליכים "מסורתיים". שנית, ולא פחות חשוב מכך, פרוצדורות חשובות גם בפני עצמן, ללא קשר לתוצאה המהותית. מחקרים רבים ביססו את התאוריה של "צדק פרוצדורלי",[[177]](#footnote-178) שקושרת בין קיומם של רכיבים הליכיים מסוימים לבין תפישת ההליך כהוגן,[[178]](#footnote-179) תפישה שמנבאת גם את תפישת הגוף שעומד מאחורי ההליכים כלגיטימי.[[179]](#footnote-180) כלומר, פרוצדורות הן משמעותיות כי אנו מוצאים שהן חשובות לאנשים שהשתתפו בהליך, לעיתים יותר מן התוצאה המהותית, והן מבססות את האמון של אנשים במערכת הצדק.[[180]](#footnote-181)

העיקרון השני נוגע למחויבות להקשר. השינוי שחל במרחב יישוב הסכסוכים לקראת סוף המאה ה-20 עם המיסוד הנרחב של הליך הגישור, העלייה של הליכים מקוונים והאימוץ של פרדיגמת הפלורליזם ההליכי והמסגרת של תכנון הליכי, חיזק את ההכרה שההקשר ביישוב סכסוכים הוא ממד מרכזי בתכנון הליכי. המוטו של "התאמת ההליך להקשר"[[181]](#footnote-182) חייב חשיבה מובנית על הקשר בין מאפייני הסכסוך, הצדדים וההליך. הליך שמשתתפיו הם מוחלשים לא ייראה כמו הליך שעושים בו שימוש עסקים גדולים, והליך שמתבררים בו סכסוכי שכנים לא ייראה כמו הליך שיוקדש לבירור תיקי תעבורה. המחויבות לתפירה להקשר משמעה הן חשיבה מראש על מאפייני הסכסוך והצדדים וניתוחם וניתוח של מאפייני הסכסוך והצדדים, והן למידה של השלכות התכנון ההליכי על החוויות ההליכיות ותוצאות הצדדים. זאת, בשים לב לצדדים בעלי מאפיינים שונים המעורבים בסכסוכים מסוגים שונים, כמו גם על יכולתם לעשות שימוש בהליך וסוג החסמים שהם נתקלים בהם בכניסה להליך ובמהלך ההשתתפות בו. לעליית האוטומציה של יישוב סכסוכים צפויות להיות השלכות מרחיקות לכת על היבטים אלה, אך אלה לא תהיינה השלכות אחידות, טיבן ישתנה בזירות השונות ובהקשר של משתתפים המשתייכים לקבוצות שונות, השפעות אשר לא ניתן לצפותן מראש ומחייבות למידה רחבת-היקף וחוצת-הקשרים.

העיקרון השלישי הינו החיבור בין הפן התאורטי לאמפירי. הליכים ליישוב סכסוכים פועלים בחיי המעשה. לצד המחויבות למסגרת מושגית ותאורטית העומדת בבסיס הליכים אלה, לא ניתן ללמוד על פועלם של הליכים אלה מבלי לבחון את האופן שבו הם פועלים גם במישור הפרקטי-אמפירי. על כן התפתח בשנים האחרונות, כחלק ממגמת חקר המשפט האמפירי, ענף מחקרי הלומד אמפירית מודלים שונים של פרוצדורה הליכית.[[182]](#footnote-183) מגמות אלה באקדמיה פגשו גם צרכים ברשות המבצעת, שם חיפשו לאמץ גישה של מדיניות מוכוונת-דאטה. הכניסה של טכנולוגיה למישור ההליכי פגשה מגמות אלה, ובמידה רבה עמדה בחוד החנית של מחקרים אמפיריים שנגעו לרובד ההליכי. בתקופת הקורונה בעיקר, אבל עוד לפני כן, נבחנה ההשפעה של המעבר להליכים מרחוק על נגישות לצדק ועל תפישות הוגנות, ולעיתים גם על תוצאות משפטיות.[[183]](#footnote-184) העלייה של אוטומציה של יישוב סכסוכים, שנמצאת בחיתוליה, טרם נלמדה באופן שיטתי מתוך נתונים אמפיריים על תיקי אמת.

כמו כן, יש ליתן משקל גם לעיקרון הרביעי – חשיבות נקודת המבט הסובייקטיבית של משתתפי ההליך ואחרים, לצד נתונים "אובייקטיביים". במסגרת הלמידה האמפירית של אופן פעולת הליכים ליישוב סכסוכים, נדרשת גישה שמשלבת לא רק שיטות מחקר שונות אלא גם אוספת דאטה מסוגים שונים – דאטה שמקורה בנתוני "מערכת" (נתוני ניהול תיק) ודאטה שמקורה בתפישות אנושיות ונוגעת לתפישות הוגנות ולגיטימציה (עמדות של צדדים לסכסוך לגבי החוויה ההליכית שלהם והתוצאה שאליה הגיעו) אבל גם לתפישות לגבי נגישות הליכים ועוד.[[184]](#footnote-185) החשיבות של איסוף רחב ומגוון של דאטה נובעת מכל הנקודות שצוינו לעיל – החשיבות של תפישות הליכיות לביסוס אמון, החשיבות של ההקשר והצורך ללמוד על הקשר בין מאפייני ההקשר להליך דרך מגוון סוגי דאטה, והחשיבות של עימות בין ממצאים שעולים מסוגי הדאטה השונים, פערים שעשויים ללמד לא רק על ההליכים או על השפעת הטכנולוגיה, אלא גם על טבע האדם.

על כן, לצורך גיבוש מסגרת עיונית לתופעת האוטומציה של יישוב סכסוכים יש לאמץ גישה משולבת המערבת למידה אמפירית וחשיבה תאורטית-מושגית, תוך יישום נקודת מבט משולשת שתבחן את ההשלכות של המרת הגורם האנושי במכונה מהזוויות הבאות: נגישות לצדק, הוגנות הליכית והקשר בין המבנה ההליכי לתוצאות ההליך. הבחירה בפריזמות עיוניות אלה נובעת הן ממרכזיותן בחקר הפרוצדורה והן בגלל היותן המישורים שבהם הגורם האנושי ממלא תפקיד מפתח ביישוב סכסוכים. בעוד שההמרה של הגורם המקצועי האנושי על ידי טכנולוגיה היא נושא שמעסיק תחומים נוספים (דוגמת תחום הרפואה, התחום הפיננסי),[[185]](#footnote-186) הרי שתחום יישוב הסכסוכים מעורר שאלות ייחודיות החורגות מעבר לשאלת היכולת המקצועית. צדדים שלישיים אנושיים הם ייחודיים בכך שהם פועלים הן במישור האינדיבידואלי (במתן מענה לסכסוך אישי) והן במישור המערכתי (בפיתוח כללים והעברת מסרים לגבי המותר והאסור, הרצוי והאפקטיבי) ועל כן הם יכולים להוות גורם מפתח ביכולת (1) להתגבר על חסמים (נגישות לצדק),[[186]](#footnote-187) (2) להצמיח הליכים שנתפסים כהוגנים (הוגנות הליכית),[[187]](#footnote-188) ו-(3) להבטיח תוצאות הוגנות ולגיטימיות (איכות התוצאה והקשר בינה לבין ההליך).[[188]](#footnote-189) כך לדוגמה, המעבר לאלגוריתמים מעורר שאלות לגבי היכולת של הליכי דיאגנוזה המושתתים על אוטומציה, דוגמת אלו הקיימים במערכת של ה-CRT שתוארה לעיל, לצמצם חסמי נגישות לצדק העומדים בפני צדדים מוחלשים וכן לגבי הסכנה שיצמיחו חסמים חדשים.[[189]](#footnote-190) כיצד ניתן להתמודד עם חסמים המתעוררים בסביבה מושתתת-אוטומציה? בדומה, בהקשר של צדק פרוצדורלי נרצה לדעת האם אוטומציה ובינה מלאכותית יכולות להצמיח תחושת הוגנות הליכית, ואיך משפיע המעבר למכונה על ההיבטים של יחס הוגן ומכבד, שמזוהים כל כך עם הגורם האנושי וחיוניים לביסוס תפישות הוגנות?[[190]](#footnote-191) ובאיזה אופן ישפיע השינוי ההליכי של מעבר לאלגוריתמים על טיב ואיכות התוצאות שיושגו עבור צדדים שונים ובהקשרים שונים? כיצד יושפע ערך השוויון? האם יהיה הבדל בין היכולת של המכונה להמיר שופטים לעומת מגשרים, הנדרשים לגלות יצירתיות בהצמחת תוצאות חוץ-משפטיות ובשימור מערכות יחסים?

באמצעות שילוב של כלי מחקר אמפיריים עם מסגרות חשיבה עיוניות, תוך יישומם על הקשר רחב של סכסוכים ומאפיינים של צדדים, ניתן יהיה להצמיח תובנות משמעותיות על ההשלכות של השינוי הדרמטי ביותר במרחב יישוב הסכסוכים החדש, ההולך ומתגבש לנגד עינינו. ניהול מחקר כזה ייאלץ להתמודד עם אתגרים משמעותיים: הפרטה של יישוב סכסוכים וגישה למחקר, העדר מדיניות איסוף דאטה בגופים ציבוריים, והקושי לבצע הקצאה רנדומלית ולבסס סיבתיות בנתונים של תיקים אמיתיים.[[191]](#footnote-192) חרף הקשיים והמגבלות של מחקר כזה, החלופה של התפתחות אורגנית ללא מסגרת נורמטיבית מבוססת-נתונים מעוררת חששות של ממש לגבי האפשרות לממש שוויון, הוגנות וצדק במרחב יישוב הסכסוכים החדש.

1. סיכום

מרחב יישוב הסכסוכים עבר תמורות משמעותיות בחמישים השנים האחרונות. לצד העיגון של הליכים חלופיים ליישוב סכסוכים בסוף המאה ה-20, לוותה תחילת המאה הנוכחית באימוצם של הליכים מקוונים בבתי המשפט ומחוצה להם, תופעה שהואצה במידה רבה בתקופת הקורונה. מה שנתפס בתחילה בעיקר כשינוי במדיום של יישוב הסכסוכים, מתברר כתופעה שעשויה לכרסם באופן משמעותי בתפקידם של צדדים שלישיים אנושיים – שופטים, בוררים ומגשרים. התפתחויות אלו לא רק מאתגרות את המבנים הקיימים, אלא גם עשויות לאפשר התמודדות עם חלק מהבעיות העיקשות שמלוות את תחום יישוב הסכסוכים שנים רבות, ובראשן אתגר הנגישות לצדק. לצד ההזדמנויות, שינויים אלה מציבים אתגרים משמעותיים במישור ההוגנות והלגיטימציה, כמו גם הפרטיות של צדדים לסכסוך והשקיפות כלפיהם.

אנו מתקרבים במהרה לנקודה שבה שיעור ניכר מהסכסוכים שלנו יוכרע באופן מקוון, יסתיים בשלב מוקדם, ויטופל באמצעות מערכות מבוססות-אוטומציה שבהן תוכנה ממירה מעורבות של צד שלישי אנושי. ככל שאנו מתקרבים למימוש החזון הזה והפיכתו למציאות, עלינו להיערך על מנת להבטיח את הוגנות ההליכים שלנו ותוצאותיהם, הליכים שנשענו (ועדיין נשענים) על עקרונות וכללים להבטחה מראש של מעורבות נאותה של גורמים אנושיים ובקרה בדיעבד. יהיה צריך להמיר או להשלים אמצעים אלו במושגים, כלים ועקרונות חדשים, שיהיו מותאמים למציאות המשתנה. הניסיון עם הליכים מקוונים בתקופת הקורונה מדגים את הסכנות הטמונות באימוץ של טכנולוגיה, מבלי להתחשב בהקשר ובתובנות מחקריות, היבטים אשר צפויים להיות חשובים עוד יותר עם ההטמעה ההולכת וגוברת של הליכים מבוססי-בינה-מלאכותית. התפתחויות אלו נמצאות אומנם בשלב מוקדם כיום, אולם המסלול שהן מתפתחות בו ישפיע על המשך האבולוציה של מערכת הצדק שלנו. עלינו להאיר את המשמעות של הבחירות שנעשות בימים אלה ושל ההזדמנויות שטמונות בחלופות שלא נבחרו.
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