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Getting Drowsy? Alert/Nonalert Transitions and Visual
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The effects of different EEG brain states on spontaneous firing of cortical populations are not well understood. Such state shifts may occur
frequently under natural conditions, and baseline firing patterns can impact neural coding (e.g., signal-to-noise ratios, sparseness of
coding). Here, we examine the effects of spontaneous transitions from alert to nonalert awake EEG states in the rabbit visual cortex (5 s
before and after the state-shifts). In layer 4, we examined putative spiny neurons and fast-spike GABAergic interneurons; in layer 5, we
examined corticotectal neurons. We also examined the behavior of retinotopically aligned dorsal lateral geniculate nucleus (LGNd)
neurons, usually recorded simultaneously with the above cortical populations. Despite markedly reduced firing and sharply increased
bursting in the LGNd neurons following the transition to the nonalert state, little change occurred in the spiny neurons of layer 4.
However, fast-spike neurons of layer 4 showed a paradoxical increase in firing rates as thalamic drive decreased in the nonalert state, even
though some of these cells received potent monosynaptic input from the same LGNd neurons whose rates were reduced. The firing rates
of corticotectal neurons of layer 5, similarly to spiny cells of layer 4, were not state-dependent, but these cells did become more bursty in
the nonalert state, as did the fast-spike cells. These results show that spontaneous firing rates of midlayer spiny populations are remark-
ably conserved following the shift from alert to nonalert states, despite marked reductions in excitatory thalamic drive and increased

activity in local fast-spike inhibitory interneurons.

Introduction

Baseline firing rates and interspike interval (ISI) distributions can
influence neuronal computations, coding, and synaptic dynam-
ics (Softky and Koch, 1993; Swadlow and Gusev, 2002; Hahnloser
et al., 2003; Castro-Alamancos, 2004). Firing rates are generally
higher in awake than in anesthetized subjects (Chen et al., 2009),
but wakefulness is not a unitary state and the effects of different
awake states on the activity of cortical subpopulations are rela-
tively unstudied. One problem has been the lack of an accepted
taxonomy for awake substates. For example, fast-spike interneu-
rons in layer 2/3 of mouse barrel cortex decrease their firing rates
following the transition from quiet wakefulness to an active brain
state that is associated with whisking and cortical desynchroniza-
tion (Gentet et al., 2010). In contrast, putative fast-spike in-
terneurons in the visual cortex dramatically increase their firing
rates when mice transition from quietly sitting on a sphere to
active locomotion (Niell and Stryker, 2010). These interesting,
but seemingly contrasting, results are difficult to reconcile be-
cause the brain states in these studies are not necessarily the same,
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the relationship between them is not clear, and each is associated
with different behaviors.

Here, we examine spontaneous firing rates and ISI distribu-
tions in the visual cortex of awake rabbits as they switch between
alert and nonalert awake brain states [defined by hippocampal
EEG activity (Green and Arduini, 1954)]. We focused on the alert
to nonalert transition (5 s before and after) to assure that the
change was not elicited by uncontrolled sensory or motor events.
This state transition is often rapid (<1 s) and, in thalamocortical
neurons, is associated with sharply reduced firing rates and irreg-
ular and bursty spike trains (Swadlow and Gusev, 2001; Bezdud-
naya et al., 2006; Stoelzel et al., 2008). We studied the effects of
this state transition on spontaneous activity of neurons in the
primary input layer of visual cortex, layer 4, and a primary output
layer, layer 5. In layer 4, we identified putative spiny neurons
(regular spiking neurons with simple receptive fields) as well as
putative fast-spike neurons [suspected inhibitory interneurons
(SINs) with ON-OFF, nonoriented receptive fields (Swadlow
and Weyand, 1987; Swadlow, 1988)]. This latter population re-
ceives strong thalamocortical input and provides feedforward in-
hibition onto the spiny neurons (Swadlow, 2003; Cruikshank et
al., 2007). In addition, we simultaneously studied retinotopically
aligned neurons in the dorsal lateral geniculate nucleus (LGNd)
and corticotectal neurons in layer 5. Remarkably, despite pro-
found state-related changes in firing rates and patterns at the
thalamic level, little change was seen in either cortical spiny pop-
ulation. Moreover, layer 4 SINs increased their firing rates in the
nonalert state even though they receive strong monosynaptic in-
put from LGNd neurons, whose rates were sharply reduced.
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These results show that the spontaneous activity of midlayer
spiny cortical populations is remarkably conserved when subjects
shift from an alert to a nonalert state, despite the profound state-
related reductions in excitatory drive from the thalamus and the
increased activity in fast-spike interneurons that provide feedfor-
ward inhibition.

Materials and Methods

Recordings were obtained from monocular primary visual cortex (V1) of
four awake adult female Dutch-Belted rabbits. The general surgical pro-
cedures for chronic recordings have been described previously (Swad-
low, 1991; Swadlow et al., 1998) and are reported only briefly here. All
experiments were conducted with the approval of the University of Con-
necticut Animal Care and Use Commiittee in accordance with National
Institutes of Health guidelines.

Animal preparation. Initial surgery was performed under ketamine—
acepromazyne anesthesia using aseptic procedures. After removal of the
skin and fascia, stainless steel screws were installed on the dorsal surface
of the skull and fused together with acrylic cement. A stainless steel rod,
oriented in a rostrocaudal direction, was then cemented to the acrylic
mass. The rabbit was held rigidly by this rod during the electrode implan-
tation and recording sessions. Silicone rubber was used to buffer the
wound margins from the acrylic cement on the skull. Following at least
10 d of recovery, recordings of neuronal activity were obtained in the
awake state through a small hole in the skull.

Recording and electrophysiological signal acquisition. Recordings were
obtained from V1 and, in some cases, simultaneously from a topograph-
ically aligned region of the LGNd of awake rabbits. For cortical single-
unit recordings, a concentric array of seven independently controlled
electrodes (Swadlow et al., 2005) was chronically implanted within mon-
ocular region of V1. The microelectrodes were built from 40 um quartz-
insulated, platinum—iridium filaments that were pulled and ground to a
fine tip (impedance, 1.5-3 MOhm). Thalamic activity was recorded us-
ing the same seven-electrode system with electrodes placed within the
LGNd. In another set of experiments, cortical recordings were obtained
using a 16-channel vertical probe (NeuroNexus Technologies) from a
topographically aligned region of V1 following mapping procedures (Be-
reshpolova et al., 2007). Spike waveforms were initially identified during
the experiment and verified off-line for each cell using Plexon cluster
analysis software. For identification of cortical neurons, two to four stim-
ulating electrodes were implanted within the LGNd and superior collicu-
lus. Sparse noise stimulation and reverse correlation method were
applied for determination of visual receptive fields. The receptive fields
were calculated in spikes per second, normalized by the response peak,
and transformed into contour plots that were smoothed using bicubic
interpolation. Identification of layer 4 was based on the reversal point of
the field potential generated by a diffuse flash stimulus. Hippocampal
EEG was recorded with platinum—iridium microwires. Neocortical EEG
was also recorded using a 16-channel vertical probe (NeuroNexus probe
sites separated by 100 wm) within the visual cortex during the study of all
but two of the neurons recorded herein.

Cell identification. We identified LGNd thalamocortical neurons using
spike-triggered averages of axonal field potentials elicited in layers 4 and
6 of the retinotopically aligned region of V1 (Swadlow et al., 2002; Jin et
al., 2008; Stoelzel et al., 2008). Putative fast-spike interneurons (SINs) of
layer 4 were identified by a high-frequency (>600 Hz) burst of three or
more spikes elicited by electrical stimulation of afferent pathways. All
interneurons studied here responded to LGN stimulation at very short
latencies (<2 ms) with spikes of <0.6 ms duration (negative plus positive
components). The receptive fields of these cells all showed a strong spa-
tial overlap of ON and OFF subregions (Fig. 1 A). Putative spiny, regular-
spiking (RS) neurons of layer 4 were required to meet both of the
following criteria: (1) a spike duration (initial negative wave plus the
secondary positive wave) of > 0.6 ms and (2) a simple receptive field
showing orientation selectivity and one, two, or three spatially separate
ON and/or OFF subfields (Fig. 1A). Corticotectal neurons were identi-
fied by their antidromic activation following electrical stimulation of the
superior colliculus.
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Figure1. Receptivefields of putative spiny neurons and SINs of layer 4. 4, An example of the
receptive field of SIN, constructed using the reverse correlation method from response to sparse
noise stimulation. The receptive field of SIN has spatially overlapping ON (red) and OFF (blue)
subregions (top). In contrast to RS simple cells, SINs are either not sensitive to orientation or
exhibit only a weak orientation bias (bottom). B, The receptive field of a layer 4 RS simple cell
has a strong ON (red) subregion and a small and weaker OFF (blue) region (top). These cells
show high orientation selectivity to drifting gratings (bottom).

In a limited number of cases, cross-correlation analysis was used to
infer monosynaptic connectivity between LGNd neurons and visual cor-
tical SINs. These studies require precise retinotopic alignment between
thalamic and cortical recording sites. When this was achieved, cross-
correlograms, based on the spontaneous firing of LGNd neurons and
SINs, were computed. Monosynaptic connectivity was inferred from the
presence of significant peaks in the probability of SIN firing at intervals of
1.1-2.5 ms following thalamic spikes. A peak in a cross-correlogram was
defined as significant when at least two of three successive bins (0.1 ms
bin width) in the peak exceeded the 0.01 confidence level. Baseline firing
was calculated between —4 and +1 ms of the time of thalamic firing
(Swadlow and Gusev, 2001, 2002).

EEG states. Once cells had been identified, as described above, and
receptive fields and responses to electrical stimulation had been charac-
terized, long periods ensued during which the receptive field and sur-
rounding region of visual space received a constant illumination
provided by a blank CRT monitor, which covered 30 X 22 degrees of
visual space. Hippocampal EEG was monitored while neurons fired
spontaneously. The EEG was segmented by visual inspection into alert
versus nonalert states based on the presence of theta activity (5-7 Hz) or
high-voltage, irregular activity, respectively (Swadlow and Gusev, 2001;
Bezdudnaya et al., 2006; Stoelzel et al., 2008). This segmentation was
aided and verified by fast Fourier transform (FFT) analysis. We also
recorded neocortical EEG during the study of most of the neurons. In
some cases, when rabbits became drowsy during extended recordings, we
provided novel sounds to generate alertness and studied the transitions
back to a nonalert state.

Our main analyses were restricted to 5 s periods before and after the
EEG transitioned spontaneously and sharply from hippocampal theta
activity (alert) to high-voltage irregular activity (nonalert). We did not
study the reverse transitions (from nonalert to alert state) because some
such transitions could be associated with extraneous noises or self-
generated movements. The transition from alert to nonalert state could
not be due to such factors. Unless otherwise stated, the awake, alert state
was defined by a predominance of hippocampal theta activity (5-7 Hz
range; see below) that occurred just before a transition to non-theta
activity. The awake but nonalert state was defined as the 5 s period im-
mediately after the termination of such theta activity when the hip-
pocampus switches to high-voltage irregular activity. A representative
hippocampal EEG trace, with a transition from the alert to the nonalert
state is shown in Figure 2 A. For all cells studied in both alert and nonalert
states, the average of the power spectral density functions of hippocam-
pal EEG was measured in each state (Fig. 2 B). During nonalert periods,
we observed a greatly reduced power in the theta frequency and an in-
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and 4 s after the transition) and found a mean
lid closure of <4%. Finally, during this period,
rabbits were very responsive to innocuous
novel visual (waving hand, moving spot of light
on ceiling) or other stimulation, readily shift-
ing back to the alert (theta) state.

In addition to being present in alert rabbits,
hippocampal theta activity also occurs during
REM sleep. However, during REM, it occurs at
higher frequencies (7-8 Hz) (Harper, 1971;
Tobler et al., 1990) than during awake vigi-
lance. Notably, the 5-7 Hz hippocampal theta
activity that we used to define the 5 s alert pe-
riods just before transitions to nonalert periods showed, for all of the
neurons studied here, peak frequencies of 5.25-6.25 Hz (Fig. 2 B,C). For
a variety of reasons, we sometimes allowed rabbits to enter a sleep cycle,
and bouts of neocortical spindling and REM sleep sometimes occurred.
Figure 2C, open bars, shows the peak theta frequencies during several
REM bouts that we observed in one rabbit, each of which was marked by
twitching of whiskers and eyelids and partial closure of the eye. Impor-
tantly, there is no overlap of the theta frequencies seen during these REM
bouts (mean, 8.0 * 0.13 Hz) with those seen during the periods of alert
wakefulness (Fig. 2C, filled bars; mean, 5.73 = 0.03 Hz) when our neu-
rons were studied.

Figure 2.

sleep (open bars).

Results

Data presented here were recorded from 24 LGNd neurons and
41 identified cortical neurons (10 layer 4 RS simple cells, 15 layer
4 SINs, and 16 corticotectal neurons) from four rabbits. The
spontaneous activity of each of these cells was studied during 5 s
alert and nonalert periods, before and after the transition be-
tween alert and nonalert states. Twelve to 45 such transitions
were analyzed for each of the neurons that were studied.

Spontaneous activity of LGNd and cortical neurons during
alert and nonalert states

The average firing rate of neurons studied in both alert and non-
alert states is shown in Figure 3A. Each point reflects, for a single
neuron, the average firing rate in each state for all of the 5 s
periods before and after the many state transitions that were stud-
ied for that cell. Figure 3B summarizes the population responses
to state changes in the four cell types studied. LGNd neurons
discharged at 11.8 = 1.4 Hz during the alert period and this rate
was reduced by 36% to 7.8 * 1 Hz (paired t test, p < 0.001)

10
Frequency (Hz)

Frequency (Hz)

Spontaneous firing rates and burst rates of thalamic neurons change dramatically between alert and nonalert states.
A, An example of the transition from an alert to nonalert state, as defined by hippocampal (HIPP) EEG. Cortical (CTX) EEG is shown
below. Vertical lines in top two traces indicate spike trains from two simultaneously recorded LGNd cells, with bursts marked by
asterisks. B, The power spectral density functions of hippocampal EEG during alert (black line) and nonalert (gray line) periods for
the two LGNd neurons shown in A. These LGNd cells underwent 36 transitions from alert to nonalert states, and the FFTs were
calculated by first summing all the 5 s alert periods and then summing all the 5 s nonalert periods. The y-axis shows the percentage
of power contained within each bin of 0.5 Hz. €, Filled bars, Distribution of the peak frequency in power spectral density functions
during the alert state for all of neurons we studied. These frequencies clearly contrast with those recorded during periods for REM

following the transition to the nonalert state. Notably, RS simple
cells of layer 4, which receive strong input from LGNd neurons
(Peters and Payne, 1993; Ahmed et al., 1994), did not mirror the
change seen in the LGN cells and were little affected by state. RS
simple cells fired at 1.3 £ 0.4 Hz when alert and 1.5 = 0.4 Hz
when not alert. The firing rates of corticotectal neurons also
showed little effect of state, firing at 6.6 = 1.7 Hz when alert and
8.0 = 2.5 Hz when not alert. Neither of these results were statis-
tically significant (paired ¢ test, RS simple cell, p = 0.16; cortico-
tectal, p = 0.13). In contrast to RS simple and corticotectal cells,
SINs, which receive very powerful input from LGNd cells
(Freund et al., 1985; Gibson et al., 1999), showed, paradoxically,
a 44% increase in their spontaneous firing rates during nonalert
states (11.6 = 3.3 and 16.7 = 4.5 Hz in alert and nonalert states,
respectively; paired ¢ test; p < 0.001). Indeed, 14 of 15 SINs
showed a higher firing rate during the nonalert periods than dur-
ing the alert periods.

Reliability of responses for individual cells

The data presented in Figure 3A reflect the averages for all of the
state transitions undergone by each cell studied. We also exam-
ined the reliability of the responses of single cells. For each of the
14 SINs that showed an average increase in the firing rate during
the nonalert state, a within-cell statistical analysis was calculated
by comparing repeated transitions that each cell made from alert
to nonalert state (12—42 transitions for the different SINs, mean
number of transitions = 23); the increased firing rate in the non-
alert state was statistically significant for each of these cells
(paired ttest, p < 0.001). Interestingly, the state-related change in
firing rate for the single SIN that reduced its firing rate in the
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Figure 3.  Spontaneous firing rates of LGNd and cortical neurons during alert and nonalert
states. 4, Each data point represents the mean firing rate across all state transitions of a single
neuron of the different classes studied in both alert and nonalert states. B, The population
average of spontaneous firing rates for each class of neurons studied during different states of
vigilance.

nonalert state was also highly significant (p < 0.001). This same
within-cell analysis was performed on LGNd cells and, for 22 of
the 24 cells shown in Figure 3A, the state-related changes in firing
rate were significant (p < 0.01).

In some experiments, we recorded simultaneous activity of
several neurons across multiple state shifts. Figure 4 A presents an
example in which two LGNd neurons and two retinotopically
aligned SINs were studied simultaneously across 22 state shifts.
Our example shows that both LGNd neurons fired at consistently
lower rates in the nonalert state, and both SINs fired at consis-
tently higher rates (paired ¢ tests, p << 0.001). Figure 4 B shows
another example, in which an LGNd neuron, a layer 4 RS simple
cell, and a corticotectal neuron were studied simultaneously
across 34 state shifts. Whereas the LGNd neuron had a consis-
tently reduced firing rate in the nonalert state, neither of the
cortical neurons did.

State-dependent changes in firing frequency among
synaptically connected pairs of neurons

Layer 4 SINs of visual cortex receive a potent excitatory input
from topographically aligned thalamocortical neurons, and cor-
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Figure4.  Within-cell consistency of responses to state transitions. 4, Relation between state
and spontaneous firing rate in simultaneously recorded neurons studied during repeated tran-
sitions from alert to nonalert state. Two LGNd cells (black open and filled squares) and two SINs
(red open and filled circles) underwent 22 shifts from alert to nonalert states, and each data
point represents the spontaneous activity during the 5 s before and 5 s after each of these shifts.
B, Another example, where simultaneous recordings were obtained from an LGNd neuron
(black squares), a corticotectal neuron (green circles) and a layer 4 RS simple cell (blue circles).
These cells underwent 34 state shifts from alert to nonalert states.

tical and thalamic cell pairs that are monosynaptically connected
can be reliably identified in vivo by cross-correlation analysis
(Swadlow, 1995; Alonso et al., 1996; Usrey et al., 1999; Swadlow
and Gusev, 2001). Thus, when we simultaneously recorded
LGNd and cortical neurons that were in retinotopic alignment,
we reviewed the cross-correlograms of spontaneous spikes for
every possible pair to reveal these connections. In seven record-
ings, we examined the state-related changes in firing frequency
among monosynaptically connected pairs (see Materials and
Methods, above) of LGNd neurons and V1 SINs in layer 4. As
described above, these two classes of neurons exhibited very dif-
ferent patterns of state-related modulation of their firing rates.
Even in cases where we were able to observe a dramatic reduction
in firing during the nonalert state for an identified LGNd cell, the
postsynaptic layer 4 SIN showed significant and reliable increases
in spontaneous firing. Examples of two representative cases are
shown in Figure 5. In the first (Fig. 5A1,B1,CI), a single LGNd
neuron is recorded with two retinotopically aligned SINs (Fig.
5A1) and cross-correlation of spontaneous spike trains reveals
brief, significant (p < 0.001) peaks in the spike probabilities of
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the SINs following the LGNd spikes, in-
dicative of synaptic connectivity (Swad-
low and Gusev, 2001). Nevertheless, as
LGN firing rate decreases in the nonalert
state, SIN firing rates increase (Fig. 1C1I).
Figure 5, A2, B2, and C2, shows a second
case where an LGNd neuron was recorded
with a single retinotopically aligned and
monosynaptically connected SIN.

B1

Firing patterns in different cell types
during alert and nonalert states

We next analyzed the state-dependence of
the ISI distributions for each of the stud-
ied cell classes by comparing the 5 s peri-
ods before and after state transitions (Fig.
6A). Bursting LGNd neurons showed a
bimodal distribution where the first peak
contained the brief ISIs occurring within
the bursts. All recorded LGNd cells
showed high levels of bursting in the non-
alert state compared with the alert state,
with the first peak occurring at an interval
of ~5 ms. Most SINs (12 of 15 neurons)
also showed a considerably higher degree
of short ISIs following the state transition
to the nonalert. However, for SINs, the
first peak occurred at intervals of 14 * 3
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ms. Notably, RS simple cells of layer 4 and
corticotectal cells showed little high-
frequency responding in either state. Fig-
ure 6B shows the same analysis, but for
the much larger dataset consisting of all
periods when the animal was alert or non-
alert, based on the EEG (not only the 5 s
periods around the state changes). Inter-
estingly, these distributions appear very
similar to those in Figure 6 A but are, of
course, smoother.

To examine this question further, we first defined bursts in
cortical neurons according to criteria (Fig. 7A) often applied to
thalamic neurons (Sherman and Guillery, 1996; Bezdudnaya et
al., 2006). Here, bursts were identified as clusters of two or more
spikes with ISIs of =4 ms, where the initial spike of the burst had
a preceding interval of at least 100 ms. We measured the propor-
tion of cortical spikes that participate in bursts (the burst frac-
tion). We found all cortical cell types showed higher bursting rate
during the nonalert state compared with the alert state. This is
statistically significant for SINs and corticotectal neurons (Wil-
coxon test, p < 0.001, corrected for multiple comparisons using
Bonferroni adjusted alpha levels) (Dunn, 1961), though bursting
is considerably more pronounced in LGNd neurons. There was
no significant increase in bursting for RS simple cells (p > 0.1).
Since cortical bursting may not follow the criteria established for
the thalamus, we relaxed the ISI requirement for the first spike
pair following 100 ms rest to =7 ms (Fig. 7B) or =10 ms (Fig.
7C). Using these relaxed criteria, SINs and corticotectal neu-
rons continued to show a statistically significant effect of state
on bursting (p < 0.001), but RS simple cells did not (p > 0.1).

As seen above, the increased bursting of LGNd neurons, SINs,
and corticotectal neurons that occurred during the 5 s following
the transition to the nonalert state held across a broad parameter
range for the definition of a burst. RS simple cells, by contrast,

Figure 5.

10 20 30
Rate (spike/s) Alert

5 10 15
Rate (spike/s) Alert

State-dependent opposing shiftsin firing frequency between synaptically connected SINs and LGNd neurons. A7, B1,
(1, Spontaneous action potentials of a single LGNd neuron were simultaneously recorded with those of two retinotopically aligned
cortical SINs. A7, The proposed circuit and the retinotopic alignment of LGNd and SIN receptive fields. B, Cross-correlograms of the
spike trains of the thalamocortical neuron with the two SINs. €1, Scatter plots for each of these three neurons during the 5 s before
and after alert to nonalert shifts. SINs are shown as open and filled circles, LGNd neurons as black squares. 42, B2, (2, Same as A1,
B1, and (1, respectively, but for another LGNd neuron and a monosynaptically connected V1 SIN.

showed no significant state differences using any of the above
definitions. Moreover, we also showed that RS neurons showed
no significant state effect on bursting when bursts were required
to contain at least three spikes (rather than two), or when they
were defined even more loosely, as requiring three successive
spikes with a maximal interspike interval of 80 ms between the
two first spikes and a maximum of 160 ms for all intraburst ISIs
(Grace and Bunney, 1984).

Discussion

Our results show that natural transitions from alert to nonalert
states are associated with changes in spontaneous firing rate and
ISI distributions that are highly specific to cell type within the
thalamocortical networks. Consistent with our previous results
for thalamocortical neurons (Swadlow and Gusev, 2001; Bezdud-
naya et al., 2006; Stoelzel et al., 2008), LGNd neurons show
abrupt reductions in spontaneous firing and increases in bursting
when nonalert. Cortical layer 4 RS simple cells, the main recipi-
ents of the thalamic input, maintain constant rate of spontaneous
spiking activity and ISI distributions throughout state transition.
SINs of layer 4, considered the main feedforward inhibitory ele-
ments in the circuit, increase their spontaneous firing rate when
nonalert, contrary to the tendency of their thalamic drivers, ac-
companied by minor increases in high-frequency bursts. Finally,
corticotectal neurons of layer 5 show no significant state-
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Figure 6. The state-related distribution of interspike intervals in different cell types. 4, The
ISI histograms of different cell classes during alert (red lines) and nonalert (blue lines) epochs.
Only the 55 periods before and after the transitions from alert to nonalert state are included, and
data from all of the cells of each class (normalized) are included. The bimodal shape of the
distribution for LGNd cells and SINs reflects the intervals occurring within and between bursts.
Alertand nonalert states are shown by solid and dashed lines, respectively. B, The same analysis
as in A, but composed of a much larger dataset that included all alert and nonalert segments
during the entire data file. The shaded areas in A and B show the SEM periods.

dependent changes in their spontaneous firing rates, and only a
modest increase in bursting when nonalert. This latter finding is
notable because the great majority of corticotectal neurons tested
in vitro (Kasper et al., 1994; Rumberger et al., 1998; Tsiola et al.,
2003) have been classified as “intrinsically bursting” (Connors et
al., 1982; McCormick et al., 1985; Chagnac-Amitai and Connors,
1989).

Previous studies of cortical neurons across awake substates

To the best of our knowledge, this is the first report demonstrat-
ing specific conditions of the thalamocortical networks under
which cortical neurons do not follow or even move in opposite
direction to the trend of thalamic relay neurons, considered their
drivers. A considerable amount of previous literature indicates
that spontaneous firing of cortical neurons is greater in awake
versus anesthetized brains (for recent examples, see Greenberg et
al., 2008; Chen et al., 2009; Sakata and Harris, 2009). There is little
agreement, however, about activity levels during different awake
states. In some studies, spontaneous firing during quiet immo-
bility has been compared with an awake, behaving condition, and
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Figure 7. A-C, Rapid changes in bursting of LGNd neurons and some cortical populations
within 5 s of a state switch from alert to nonalert. Bars indicate percentage of spikes (== SE) that
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diverse results have been obtained. Thus, Buzsaki et al. (1988)
found that spontaneous firing in many areas of rat cortex in-
creases during locomotion, compared with a non-locomoting,
awake state, but Greenberg et al. (2008) found no movement-
related differences in activity of rat layer 2/3 neurons visualized
with two-photon microscopy. Similarly contradictory, Gentet et
al. (2010) report that fast-spike interneurons, in superficial layers
of barrel cortex, increase their spontaneous firing during quiet
wakefulness compared with during whisking (consistent with our
results for V1 SINs), but Niell and Stryker (2010) found that
fast-spike neurons in mouse visual cortex increase their rate of
firing during virtual locomotion, sometimes by >400%. Such
diverse results may be due, in part, to different types of activity
that have been measured (e.g., locomotion vs whisking), each of
which may be providing different types of sensory input to the
cortical areas under study. It is, therefore, often difficult to dis-
entangle brain state from the behaviors associated with these
states, and their consequences. In the present study, we mini-
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mized such effects by limiting our analysis to the transition from
alert to nonalert EEG state in a subject sitting quietly in both
states.

The paradox: deviation from the feedforward model
It has been widely accepted that thalamic inputs strongly drive
neurons in primary sensory cortices during sensory stimuli. In-
deed, one might expect, based on a feedforward thalamocortical
model, that state-related increases or decreases in the LGNd
would be reflected by similar changes in the cortex. While LGNd
synapses provide only a small proportion of the synapses onto
layer 4 spiny neurons (da Costa and Martin, 2011), thalamocor-
tical synapses are very powerful [~4.5 times the strength of in-
tracortical synapses (Gil et al, 1999)] and thalamocortical
neurons are much more active than layer 4 spiny neurons (Fig. 3).
Thus, thalamocortical synapses provide a far greater synaptic
drive onto layer 4 spiny neurons than would be suggested by a
simple count of their numbers. However, in contrast to the ex-
pectation based on the behavior of LGNd cells, the firing rates of
layer 4 spiny neurons were remarkably conserved across states, as
was the distribution of their ISIs. This is even more surprising
considering the increased activity of layer 4 SINs when nonalert.
Furthermore, the potency of fast-spiking inhibitory synapses
onto spiny cells is thought to be stronger in the nonaroused state,
when acetylcholine levels are low (Kruglikov and Rudy, 2008).
Together, in the nonaroused state, these factors (decreased firing
of LGNd neurons, increased firing of local feedforward inhibitory
neurons, stronger postsynaptic inhibition) would all point to re-
duced firing in spiny cells, but clearly, this does not happen.
Equally surprising is the case of layer 4 SINs: they increased
their activity in the nonalert state, as LGNd firing decreased, and
this was shown to be highly reliable in individual neurons over
time. Thalamocortical synapses onto fast-spike interneurons are
even more powerful than those onto spiny cells of layer 4 (Gibson
and Connors, 1999; Cruikshank et al., 2007; Hull et al., 2009).
Here, we showed that even those SINs receiving powerful input
from an LGNd neuron (Fig. 5) increased their firing rates in the
nonalert state, even though that same LGNd neuron showed a
markedly decreased rate. These seemingly paradoxical findings
cannot be readily explained by a feedforward model of thalamo-
cortical processing.

Possible mechanisms behind thalamocortical disengagement

Multiple mechanisms could combine to reduce the effect of the
thalamic drive on cortical neurons and account for the findings
above. First, thalamocortical synapses are depressing (Gil et al.,
1997) and, in vivo, thalamocortical synapses are in a state of
chronic synaptic depression because of the high rates of firing
(Swadlow and Gusev, 2001; Castro-Alamancos, 2004; Stoelzel et
al., 2008). Lower rates of thalamic firing in the nonalert state yield
relief from this depression, which could compensate for changes
in thalamocortical firing rates, adding to the stability of baseline
rates in spiny cells. Second, changing levels of neuromodulators
with states are likely to modify the relative impact of network
components. Especially studied are the effects of acetylcholine.
Layer 4 spiny neurons are hyperpolarized by application of ace-
tylcholine (Eggermann and Feldmeyer, 2009). Thus, in the
aroused state, when acetylcholine levels are up, the increased
feedforward thalamocortical excitation of layer 4 spiny neurons
(and reduced feedforward inhibition) could be countered by
this near simultaneous hyperpolarizing current. However,
somatostatin-positive GABAergic interneurons are excited by
cholinergic inputs (Fanselow et al., 2008) and provide an inhibi-
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tory synaptic drive onto fast-spike interneurons (Kisvarday et al.,
1993; Hughes et al., 2000). Thus, activation of this class of
GABAergic interneuron in the alert state would inhibit the SINs,
while in the nonalert state they would be disinhibited. Third,
although reduced in rate, the firing of LGNd neurons is more
bursty when nonalert, and the enhanced effects of bursts on post-
synaptic spiking (Lisman, 1997; Sherman, 2001; Swadlow and
Gusev, 2001) could have a compensating effect on the spiking of
recipient spiny cells. Bursting thalamocortical neurons could also
strongly activate cortical SIN', in some cases, generating multiple
action potentials (Swadlow and Gusev, 2001). This could increase
the overall number of SIN spikes in the cortex despite the reduc-
tion in overall firing rate of thalamocortical neurons in the non-
alert state.

The significance of getting drowsy

Considerable advances have been made in our understanding of
mechanisms of visual attention in the awake, alert brain (Desi-
mone and Duncan, 1995; Kastner and Ungerleider, 2000; Reyn-
olds and Chelazzi, 2004; Maunsell and Treue, 2006). However,
awake subjects are not always alert and attentive. Indeed, many
mammals (including humans) are frequently nonalert in familiar
environments, but they still must respond appropriately to unex-
pected changes in their surroundings. “Drowsy driving” kills
>1000 people and causes tens of thousands of injuries each year
in the United States alone [National Highway Traffic Safety Ad-
ministration (2011). National Highway traffic safety administra-
tion review on drowsy driving, http://www.nhtsa.gov/people/
injury/drowsy_drivingl/drowsy.html] Drowsiness has been
linked to a reduction in the useful visual field (Rogé et al., 2002);
however, we still have a poor understanding of how cortical pro-
cessing is affected by reduced alertness in awake subjects, and
quantitative studies of sensory processing have been performed
almost exclusively in subjects that are either anesthetized or alert
and attentive.

Here, we investigated how reduced alertness affects activity in
the primary input layer of the visual cortex and in layer 5 corti-
cotectal output neurons. We demonstrated that, as alertness
wanes, a reduced and bursty thalamic output is hardly transmit-
ted to cortical neurons. Remarkably, the baseline rates of layer 4
excitatory neurons and corticotectal neurons remained nearly
constant. This consistency in the firing rates of layer 4 spiny neu-
rons may serve to stabilize the input circuit during the transition
to drowsiness, so that it remains ready to process the synchro-
nized thalamic activity that can result from sensory stimulation
in the nonalert state (Sherman, 2001; Swadlow and Gusev, 2001).
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